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In R1-AH-NR meeting, the following agreements were made [1]: 
· Built-in puncturing of systematic bits is supported for LDPC coding, that is:
· At least for the initial transmission, the coded bits are taken after skipping the first Nsys,punct  systematic bits 
· Nsys,punct is selected from: 0, Z, and 2*Z
· The rate matching for LDPC code is circular buffer based (same concept as in LTE)
· The circular buffer is filled with an ordered sequence of systematic bits and parity bits
· FFS: Order of the bits in the circular buffer
· For IR-HARQ, each Redundancy Version (RV), RVi,  is assigned a starting bit location Si on the circular buffer
· For IR retransmission of RVi, the coded bits are read out sequentially from the circular buffer, starting with the bit location Si
· Limited buffer rate matching (LBRM) is supported.
In this contribution, we would like to discuss two rate matching schemes and the mechanism after rate matching.
Rate-Matching
[bookmark: _Ref473578141]It has been agreed that the output of the LDPC encoder is put in the virtual circular buffer and the transmitted coded bits would be extracted from the virtual buffer in sequential order. The start index of the initial transmission would depend on the puncturing size of the LDPC code. For the proposed LDPC code [2][3], the starting index of the initial transmission is. In the subsequent retransmission, the starting index is still for further study. In order to exploit the coding gain of HARQ-IR, we suggest that the starting index should include the possibility to start the index where the previous transmission finished, as illustrated in Figure 1 and denoted by Scheme 1.


[bookmark: _Ref474156982]Figure 1: Scheme 1 Virtual Circular Buffer and HARQ-IR without pre-defined starting index.

But in real applications, the following two scenarios need to be considered:
1) When the previous transmission is pre-empted by URLLC transmission, the best strategy is to do HARQ-CC on the last transmission. 
2) gNB cannot assume the UE can always decode the control channel correctly. If the UE didn’t decode the control channel correctly, the starting index recognized by gNB and UE would be different, and then decoding would fail in the following re-transmission. So the gNB needs to observe the HARQ bit feedback to decide whether the UE decoded the control channel correctly or not by discriminating DTX or NACK. DTX mostly means that the UE didn’t decode the control channel correctly. When the gNB has confidence that the UE didn’t decode the control channel correctly, the better strategy is to do HARQ-CC on the last transmission. When the gNB has confidence that the UE did decode the control channel correctly, the better strategy is to used Scheme 1 to carry on the index of the last transmitted bit with HARQ-IR as in Figure 1. When the gNB is not sure, the better strategy is to start from a pre-defined index in the virtual circular buffer as in Figure 2 denoted by Scheme 2.


[bookmark: _Ref474229460]Figure 2: Scheme 2 Virtual Circular Buffer and HARQ-IR with pre-defined starting index
Therefore, the design of the redundancy version (RV) needs to have flexibility to adapt to the best strategy in different scenarios.
One design example based on LDPC code [2][3] to adapt to different scenarios is to design the redundancy version (RV) as
1) RV0:  
2) RV1:  
3) RV2:  
4) RV3: Carry on from the index of the last transmitted bit

[bookmark: OLE_LINK3][bookmark: OLE_LINK4][bookmark: OLE_LINK1][bookmark: OLE_LINK2]Proposal 1:  The design of redundancy versions for HARQ-IR should simultaneously exploit the coding gain, robustness of multiplexing of URLLC/eMBB and take account the possibility of control channel decoding failure by the UE.
Bit-Reordering
For each transmission of each code block, we propose to include a bit reordering operation. The reason is that, most parity VN blocks are constructed by diagonal extension which results in the column-weight of one, i.e., each extended parity block has variable degree of only one. Therefore, the diagonal extended parity blocks and the information blocks have different sensitivities to burst noise interference. Moreover each parity bit corresponds to a check node with different weight. Therefore, all the diagonal extended parity bits have different effects on the decoding. However, under the burst noise interference environments, it is not possible to control the position of the burst noise. A good strategy is to randomize the burst noise interference such that the interference can be distributed evenly over the entire coded bits. This can be achieved by using an interleaving function to perform bit reordering after the rate-matching of each code block. The positioning of this interleaving function after rate-matching is for good reason as it has been found that a good candidate interleaving function should be rate-dependant. So we propose that for each transmission of a code block, there should be a rate-dependant bit-reordering device as shown in Figure 3. A similar such rate-dependent bit-reordering function would be a block interleaver, but the use of such a function is considered excessive and thus not required since the order within the two systematic and parity streams of a LDPC code is already somewhat arbitrary, lacking the strong correlations evident in incumbent convolution codes’ information streams.


Figure 3: Illustration on bit-reordering
There are three proposed bit-reordering schemes:
1. Scheme A: information bits and parity bits use interlacing function to achieve randomness.
2. Scheme B: information bits and parity bits use quadratic permutation polynomial or random  interleaving.
3. Scheme C: information bits and parity bits use block interleaving. 
Either Schemes A, B, C can be combined into a new scheme. Since these schemes are rate-dependent, rate matching properties and implementation complexity/issue should be taken into account.
[bookmark: _GoBack]In order to evaluate the feasibility of bit-reordering for LDPC code, some computer simulations are carried out. In Figure 4, “no int” is used to denote when no bit-reordering is applied and “int” is used to denote when a bit-reordering scheme using a pseudo-random interleaver is applied after the LDPC encoder. In addition, “parity” is used to denote that the burst noise interference occurred only on the parity blocks and “systematic” is used to denote when the burst noise interference only occurred on the information blocks. One may observe that without bit reordering, the information blocks are more sensitive to the burst noise interference than the parity blocks. However, after bit-reordering, the performance is greatly improved and also indistinguishable between systematic and parity positioning. The detailed simulations can be found in [4].
Proposal 2:  A rate dependent bit-reordering for each transmission of a code block should be considered as one NR channel coding feature to enhance the performance under burst noise.
[image: ]
[bookmark: _Ref471567185]Figure 4: Simulation result under burst noise
Tone Interleaver
For NR, to support very high throughput, a much larger channel bandwidth with higher spectral efficiency, higher order modulation and spatial multiplexing techniques is required which leads to the fact that one OFDM symbol may contain several CB’s.  This makes a CB very susceptible to burst errors or deep fades. If coded bits are spread over very different frequency locations, the CB performance will be greatly improved due to frequency diversity gain. In addition, for the convenience of scheduling and reducing the HARQ feedback overhead, it is desired that each CB within one HARQ-feedback unit have roughly the same performance. The use of a tone interleaver tends to force all CB’s to have roughly the same performance. But an interleaver across several OFDM symbols results in large decoding latency. Therefore, the tone interleaver is preferred to be performed within an OFDM symbol as illustrated in Figure 5. With this new design, frequency diversity gain can be obtained with acceptable decoding latency.

[bookmark: _Ref473580147]
Figure 5: Tone interleaver for each OFDM symbol
Proposal 3:  Tone mapper inside the allocated PRB for each OFDM symbol should be considered as one NR encoding chain feature to enhance the performance under burst noise and fading environments.
Conclusion
The following summarizes the observations and proposals in this contribution.
Proposal 1:  The design of redundancy versions for HARQ-IR should simultaneously exploit the coding gain, robustness of multiplexing of URLLC/eMBB and take account the possibility of control channel decoding failure by the UE.
Proposal 2:  A rate dependent bit-reordering for each transmission of a code block should be considered as one NR channel coding feature to enhance the performance under burst noise.
Proposal 3:  Tone mapper inside the allocated PRB for each OFDM symbol should be considered as one NR encoding chain feature to enhance the performance under burst noise and fading environments.
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