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1. Overview
In RAN1 #88 Athens meeting [1], there define Nmax_DCI = 512 for downlink control information and Nmax_UCI = 1024 for uplink control information:
	Agreement for DCI:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information

Working Assumption for UCI:
· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024




For deciding the maximal mother code size Nmax, repetition scheme is considered in order to handle the case where physical control channel volume, denoted by M, exceeds Nmax [2]. For the case M is smaller than Nmax, there still requires to specify the rate-matching design.
	In addition to the flexibility to support various values of M, performance and efficient implementation are two important factors need to be examined. In this contribution, we will show
· Different rate matching schemes show different principles and are subject to different conditions for realizing their best performance. 
· Properly combining different rate-matching schemes can provide the best performance envelope for NR Polar coding.
· There exists a simple and effective unified rate-matching design that can 
· Incorporate different rate-matching principles and approach the best performance
· Cooperate with different input sequence designs and deliver consistent performance

2. Overview and Comparison of Different Rate-Matching Schemes
In this section, three main Polar code rate-matching schemes, puncturing, repetition, and shorting, will be characterized and compared. Specifically,
· Puncturing [2] and repetition [3]: The puncturing scheme is to discard the coded bits of smaller indices from a Polar mother code size larger than M, while the repetition scheme is to repeat the coded bits of larger indices from a Polar mother code size smaller than M. Despite of the different Polar mother code sizes, the two schemes share a common principle of polarization/diversity preserving. With subfigure (a) in Fig. 1 below, one can check that the aforementioned operations can keep or enhance the polarization/diversity gain for the input bits of larger indices. On the other hand, since only the larger input indices are benefited, puncturing and repetition should be utilized conditioned on lower code rates, where the selected good bits are generally of larger input indices.
· Shortening [4]: Shortening is a scheme that discards zero output bits corresponding to properly zero-padded input bits. Although shortening also applies to a Polar mother code size larger than M, the major difference from puncturing is that larger-indexed output bits are first discarded. Since XOR function with a zero input will bypass the value of the other input, the interference of the zero-padded input bits to other bit channels can be removed, as shown in subfigure (b) of Fig. 1. This in turn helps creating more bit channels with better quality to carry more information bits. In this regard, the shortening scheme is useful for higher code rate settings.
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Fig. 1: Illustration of the principles for different rate matching schemes

	To understand the performance characteristics of the different rate matching schemes [2]-[4], we conduct simulation evaluations according to Table 1. 
Table 1: Simulation setting to compare different rate-matching schemes
	Coding scheme
	Baseline CRC-aided Polar Code

	CRC length
	20

	Rate-matching schemes
	Puncturing [2], Repetition [3] and Shortening [4]

	Channel type
	QPSK with AWGN

	Decoding scheme
	CRC-aided SCL list-8


We first compare the puncturing scheme [2] and shortening scheme [4]. In Figs. 2 and 3, there show the performance for code rates 1/12 and 1/6, respectively. It can be observed that, puncturing can constantly outperforms shortening in these setting. Therefore, we have: 

Observation 1: Puncturing can outperform shortening for low code rate settings.
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Fig. 2: Performance comparison between shortening and puncturing for code rate 1/12
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Fig. 3: Performance comparison between shortening and puncturing for code rate 1/6

In Fig. 4, the considered code rate become higher, and it can be seen that shortening starts to outperform puncturing for some information bit lengths. Consequently, one can arrive at:


Observation 2: Shortening can outperform puncturing when the code rate become higher. Code rate based switching between shortening and puncturing can be considered.
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Fig. 4: Performance comparison between shortening and puncturing for code rate 1/3

Finally, Fig. 5 compares the repetition scheme [3] and the shortening scheme [4], and it can be checked that repetition can perform slightly better for some low rate settings.  We therefore have

Observation 3: Repetition can slightly outperform shortening for some low code rate settings.
Proposal 1: Polar code rate-matching design should properly combine different rate matching schemes for approaching the best performance. In particular, puncturing and repetition can optimize lower code rate performance while shortening can optimize higher code rate performance. 
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Fig. 5: Performance comparison between repetition and shortening for code rates 1/2 and 1/3

3. A Unified Rate-Matching Design and Performance Optimization
1 
2 
Capturing the principles of the three rate-matching designs discussed in Section 2, a unified rate-matching design is proposed in [2]. The structure of the unified rate-matching design is illustrated in Fig. 6, where Polar mother code output bits are rearranged into a common buffer with output subblocks B1 and B2 interlaced. Then, shortening, repetition and puncturing operations only differ in the ways accessing the common buffer. Denote the mother code size by N, and one can check:
· Repetition: Reading the rearrangement buffer from the bottom of B3 to the top of B1 and circle back to B3 if the whole buffer is read out. Continue the circular reading until the targeted M bits are collected. Note that, when the number of repeated coded bits is smaller than N/4, this is exactly the bottom-up repetition in [3].
· Puncturing: Reading the rearrangement buffer upward from the bottom of B3 until a targeted amount of bits are read. In Fig. 6, M = (5/8) N, and (3/8) N of the mother code output bits will not be transmitted. By virtue of the interlacing of the middle output subblocks B1 and B2, the polarization/diversity preserving effect in Fig. 1 can be realized.
· Shortening: Reading the rearrangement buffer after skipping N-M bits from the bottom of B3. In Fig. 6, (3/8) N of the known zero bits are skipped and the remaining (5/8) N mother code output bits are selected for transmission. Although the positions of the selected zero-padded input bits are different from bit-reversal (BIV) shortening [4], this design still follows the same principle of interference reduction and can even realize superior performance to the BIV scheme. 

[image: ]
Fig. 6: A unified rate-matching design for Polar code

As suggested in proposal 1, we next identify the code rate condition(s) to switch puncturing and shortening. In Table 2, there summarize the simulation setting for this purpose. 
Table 2: Simulation setting to compare puncturing and repetition
	Coding scheme
	Baseline CRC-aided Polar Code

	Information bit length
	[16:8:120]

	CRC length
	20

	Code rate
	1/12, 1/6, 1/3, 1/2, and 2/3

	Rate-matching schemes
	Puncturing and shortening of the unified design

	Channel type
	QPSK with AWGN

	Decoding scheme
	CRC-aided SCL list-8



In Figs. 7 and 8, there show the performance comparison between the puncturing and the shortening schemes, and one can check:
Observation 4: Puncturing can achieve better performance than shortening at least for code rate < 1/3, and shortening can outperform puncturing at least for code rate >= 1/2.
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Fig. 7: Performance comparison of puncturing and shortening (code rate = 1/3, 1/6 and 1/12)
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Fig. 8: Performance comparison of puncturing and shortening (code rate = 1/2 and 2/3)

Further comparing the performance at code rate 1/3, as shown in Fig. 10, we can see that mother code rate, defined by (Polar encoder input length / mother code size), can be used to optimize the partition between puncturing and shortening. Also, repetition can accompany puncturing design so as to realize better granularity performance. We therefore suggest:

Proposal 2: Switch puncturing and shortening usages according to code rate, i.e., (info bit length / coded bit length), as well as mother code rate, i.e., (Polar encoder input length / mother code size). 
· As one example design, we can select puncturing when code rate <= 3/8 and mother code rate <= 5/16; otherwise, shortening is utilized 
Proposal 3: Use puncturing and repetition to jointly optimize low code rate performance. The switching between puncturing and repetition could consider the amount of repetition.
· As one example design, we select repetition if  of mother code size to be repeated.
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Fig. 9: Performance comparison between different rate-matching schemes for 1/3 code rate

4. Performance Examination
After optimizing the unified rate-matching design in Section 3, simulations are conducted to compare its performance with that of a single rate matching scheme. In particular, BIV shortening [4] is considered for its universally good performance, and the simulation setting is summarized in Table 3 below.

Table 3: Simulation setting to compare different rate-matching schemes
	Coding scheme
	Baseline CRC-aided Polar Code

	Information bit length
	[16 : 8 : 120]

	CRC length
	19

	Code rate
	1/12, 1/6, 1/3, 1/2, 2/3

	Rate-matching schemes
	Unified design in section 3 vs. BIV shortening design in [4]

	Channel type
	QPSK  with AWGN

	Decoding scheme
	CRC-aided SCL list-8


In Fig. 10, there compare the performance of the unified design and that of BIV shortening at 1% BLER. It can be checked that the unified design can realize comparable to better performance than BIV shortening in all code rates. For 0.1% BLER, the gain can be slightly larger. Therefore, we can have

Observation 5: Integrating puncturing [2] and repetition [3] schemes for low code rates can constantly outperform a single rate-matching scheme, e.g., BIV shortening [4].
Observation 6: The shortening scheme in [2] can achieve comparable to better performance than BIV shortening [4] for higher code rates.
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Fig. 10: Performance comparison between the unified design and BIV shortening at 1% BLER

[image: ]
Fig. 11: Performance comparison between the unified design and BIV shortening at 0.1% BLER

In Figs. 12 and 13, we further compare the performances with two different input sequence designs. The sequence in [5], termed MTK seq., is a nested sequenced constructed via computer search. For PW seq. in [4], it can be generated from a simple formula. The nested and symmetric properties in PW seq. also save the storage cost. Despite of different constructions and realizations, one can, however, observe virtually identical performances, which then gives:
Observation 7: While optimized with a given input sequence, the unified rate-matching design can deliver consistent performance with another different input sequence of nested property.
Observation 8: Delivering virtually the same performance, the unified rate-matching design can cooperate a compact input sequence, e.g., PW seq. in [4], for efficient and effective implementaiton.

[image: ]

Fig. 12: Performance of unified rate-matching with MTK seq.[5] and PW seq.[4] at 1% BLER

[image: ]

Fig. 13: Performance of unified rate-matching with MTK seq.[5] and PW seq.[4] at 0.1% BLER

Based on the above results, we finally suggest: 

Proposal 4: The unified rate-matching design is utilized for NR Polar coding to realize both performance and implementation advantages.



5. Summary
In this contribution, the Polar code rate matching designs are characterized, and a unified design is then introduced and optimized. Summarizing the above, we have

Observation 1: Puncturing can outperform shortening for low code rate settings.

Observation 2: Shortening can outperform puncturing when the code rate become higher. Code rate based switching between shortening and puncturing can be considered.

Observation 3: Repetition can slightly outperform shortening for some low code rate settings.

Proposal 1: Polar code rate-matching design should properly combine different rate matching schemes for approaching the best performance. In particular, puncturing and repetition can optimize lower code rate performance while shortening can optimize higher code rate performance.

Observation 4: Puncturing can achieve better performance than shortening at least for code rate < 1/3, and shortening can outperform puncturing at least for code rate >= 1/2.
[bookmark: _GoBack]
Proposal 2: Switch puncturing and shortening usages according to code rate, i.e., (info bit length / coded bit length), as well as mother code rate, i.e., (Polar encoder input length / mother code size). 
· As one example design, we can select puncturing when code rate <= 3/8 and mother code rate <= 5/16; otherwise, shortening is utilized 

Proposal 3: Use puncturing and repetition to jointly optimize low code rate performance. The switching between puncturing and repetition could consider the amount of repetition.
· As one example design, we select repetition if  of mother code size to be repeated.

Observation 5: Integrating puncturing [2] and repetition [3] schemes for low code rates can constantly outperform a single rate-matching scheme, e.g., BIV shortening [4].

Observation 6: The shortening scheme in [2] can achieve comparable to better performance than BIV shortening [4] for higher code rates.

Observation 7: While optimized with a given input sequence, the unified rate-matching design can deliver consistent performance with another different input sequence of nested property.

Observation 8: Delivering virtually the same performance, the unified rate-matching design can cooperate a compact input sequence, e.g., PW seq. in [4], for efficient and effective implementaiton.

Proposal 4: The unified rate-matching design is utilized for NR Polar coding to realize both performance and implementation advantages.
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