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Introduction
[bookmark: OLE_LINK10]In RAN1#88bis [1], the following simulation assumptions were agreed for the LDPC codes :
Working Assumption: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined is {8448, 384} => Kbmax = 22
· To be confirmed automatically at RAN1#89 if no significant implementation or performance issues are identified. 
· The base graph supporting Kmax should support the following set of shift sizes Z, where :
	Z
	a

	
	2
	3
	5
	7
	9
	11
	13
	15

	j
	0
	2
	3
	5
	7
	9
	11
	13
	15

	
	1
	4
	6
	10
	14
	18
	22
	26
	30

	
	2
	8
	12
	20
	28
	36
	44
	52
	60

	
	3
	16
	24
	40
	56
	72
	88
	104
	120

	
	4
	32
	48
	80
	112
	144
	176
	208
	240

	
	5
	64
	96
	160
	224
	288
	352
	 
	 

	
	6
	128
	192
	320
	 
	 
	 
	 
	 

	
	7
	256
	384
	 
	 
	 
	 
	 
	 


· FFS by RAN1#89 whether some values can removed from the above table. 
FFS by RAN1#89 whether some of {272, 304, 336, 368} can be added to the above table.
Agreement: 
The base graph design is selected from the following alternatives:
Alt 1: One base graph covering ~1/5 <= R <= ~8/9
Alt 1a: Two nested base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax =16 is the starting point; lower values in the range 10<=Kbmax<16 are encouraged if feasible. 
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
Alt 2: Two base graphs, where: 
· Base graph #1 
· Covers info block size K: 
	Kmin1 <=K<= Kmax1, Kmin1 > Kmin, Kmax1 =Kmax
· Covers code rate R: ~1/3 <= R <= ~8/9; FFS whether Rmin can be ~1/5
· Base graph #2 
· Not nested within base graph #1
· Covers info block size K: 
	 Kmin2 <=K<= Kmax2, Kmin2 =Kmin, Kmax2 < Kmax, where 512<=Kmax2<=2560
· Covers code rate R: ~1/5 <= R <= ~2/3 
· Kbmax = 10 is the starting point; higher values in the range 10<Kbmax<=16 can also be considered if necessary.
· The set of supported shift sizes is taken from the set of shift sizes supported by the base graph supporting Kmax
BLER Performance is the main criterion for selecting between Alts 1, 1a and 2 (since it is already assumed that complexity is not increased significantly by the addition of a second smaller base graph); decoding latency (e.g. evaluated by the number of edges) should also be considered as an important criterion.

In this contribution, we discuss LDPC Design for eMBB data channel. 
Base Graph

It is common understanding that the complexity of a routing network, which is directly related to the specific design of a base graph, always results in considerable area overhead and processing delay.  The overlying when several different base graphs share a routing network makes it even more complicated.  Especially in high code rate cases, the connection between CNUs and VNUs is more intensive than that of lower code rates, which will result in a high level complexity of wire overlying issue. Therefore, a code family with two base graphs will bring more than doubled complexity to the routing network of the decoder. Besides, one base graph is sufficient to cover all the needed code rates and it is not necessary to employ two base graphs. One base graphs design consists of two nested base graphs should be considered to cover all code lengths and rates.
Proposal 1: One base graph is sufficient to cover all the needed code rates and it is not necessary to employ two base graphs.

Nested Base Graph

We define a base graph which has nested construction.   The proposed base graph consists of a high-rate core graph and a low rate extension.  Two high-degree variable nodes of information variable nodes are punctured.  There are two nested base graphs in proposed base graph. The parameter of them as following:
· Base graph #1 
· Covers info block size K: 
	704 <=K<= 8448
· Covers code rate R: 1/3 <= R <= 11/12; 
· Kb=22
· Base graph #2 
· Nested within base graph #1
· Covers info block size K: 
	 32 <=K<=2048
· Covers code rate R: 1/5 <= R <= 2/3 
· Kb=16

[image: ]
Figure1：Example of ProtoMatrix
In the working assumption of RAN1 AH_NR Meeting [2] given a parity check matrix construct with five sub-matrices. Then we give an example of protomatrix which has nested construct in figure 1.  The parity check matrix with Kb=22 consists of five sub-matrices (A1,B1,C1,D1 and E1). And in the circle marked with black-dashed lines, you will find each sub-matrix of it. The parity check matrix with Kb=16 consists of five sub-matrices (A2,B2,C2,D2 and E2). And in the circle marked with red-dashed lines, you will find each sub-matrix of it. The parameters of two nested base graphs are shown in table 1.
Table 1 Parameter of two nested base graphs
	Family
	Kb
	Row
	Column
	Rmax
	Rmin
	Kmax
	Kmin

	Base graph #1
	22
	46
	68
	11/12
	1/3
	8448
	704

	Base graph #2
	16
	66
	88
	2/3
	1/5
	2048
	32




Construction of LDPC codes
Construction process
In this section, we propose a LDPC codes with algebraic structure. An algebraic-based method is first applied to obtain the preliminary result, which can decrease the construction complexity and search range.
Construction process
The following procedures are the steps of constructing the parity check matrix of target code.
Step 1: Get a “good” base graph which is shown in Fig 1. Element 1s in the base graph is replaced by a circulant permutation matrix, and element 0s in the base graph is replaced by zero matrix. We will determine the shift values in the following steps.
[bookmark: OLE_LINK11][bookmark: OLE_LINK12]Step 2: Construct the original circulant coefficient matrix by an algebraic method. We construct an original circulant coefficient matrix.
Step 3: Let the shift size Z=K/22 for a given information length K. We derive the modified circulant coefficient matrix from original circulant coefficient matrix by modular Z operation. 
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Step 4: For the given information length K, we search the shift values and construct base matrix by choosing different rows from modified circulant coefficient matrix.  
Step 5: Replace non-negative entry in base matrix by a circulant permutation matrix of size ZxZ. 
 The construction is finished.
For any Z, the base matrix of proposed LDPC codes is determined by unique base graph and OriM. We only need to store the row index for different Z. So the Storage cost of this scheme acceptable.
Storage Complexity
Base on above construction process, we only need to store the original coefficient matrix and the row- indexes of codes with different information length.  For the proposed codes process low Base on above construction process, we only need to store the original coefficient matrix and the row- indexes of codes with different information length.  The proposed codes require low storage complexity.

The resulting base matrices
We construct codes with various code parameters.  The results of base matrices are given in the excel files.
Evaluations on Performance
The performances are shown in the following Figures.
For kb=22:
[image: ]
Figure 1： The performance of proposed LDPC with R=8/9 Z=64\96\128\192\256\384.
(Info length=1408\2212\2816\4224\5632\8448 bits, QPSK modulation, Max iteration num=50)
[image: ]
Figure 2： The performance of proposed LDPC with R=5/6 Z=64\96\128\192\256\384.
(Info length=1408\2212\2816\4224\5632\8448 bits, QPSK modulation, Max iteration num=50)
[image: ]
Figure 3： The performance of proposed LDPC with R=3/4 Z=64\96\128\192\256\384.
(Info length=1408\2212\2816\4224\5632\8448 bits, QPSK modulation, Max iteration num=50)
[image: ]
Figure 4： The performance of proposed LDPC with R=1/3 Z=64\96\128\192\256\384.
(Info length=1408\2212\2816\4224\5632\8448 bits, QPSK modulation, Max iteration num=50)

Observation 1: The proposed LDPC codes have no error floor at BLER=1e-4.
Observation 2: The proposed LDPC codes show good performance in the waterfall region.
Observation 3: The proposed LDPC codes show better performance at high rates compared with other codes.
Proposal 2: {272, 304, 336, 368} can be added to the above table.
Proposal 3:  The proposed algebraic-aided computer optimization-based construction method is an efficient method for constructing LDPC codes for eMBB data channels, and should be considered in the eMBB data channel.


Conclusions
In this contribution, we discuss the LDPC code design for eMBB. The above discussion is summarized with following observations and proposals:
Observation 1: The proposed LDPC codes have no error floor at BLER=1e-4.
Observation 2: The proposed LDPC codes show good performance in the waterfall region.
Observation 3: The proposed LDPC codes show better performance at high rates compared with other codes.
Proposal 1: One base graph is sufficient to cover all the needed code rates and it is not necessary to employ two base graphs.
Proposal 2: {272, 304, 336, 368} can be added to the above table.
Proposal 3:  The proposed algebraic-aided computer optimization-based construction method is an efficient method for constructing LDPC codes for eMBB data channels, and should be considered in the eMBB data channel.
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