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1. Introduction
In this contribution, we discuss aspects related to defining soft buffer requirements in NR and some related aspects which were discussed in the email discussion topic [88b-14]. 
2. Discussion on defining soft buffer requirements in NR 
In LTE, a single numerology, slot duration, fixed processing time-budgets (or round-trip) and fixed UL-DL configurations (in case of TDD) were assumed to determine the number of HARQ processes, which yielded a single value for FDD (8) , and a fixed value for each of the TDD configurations (ranging from 4 to 15). The soft buffer for LTE was dimensioned based on factors such as fixed number of HARQ processes (i.e. 8), peak data rate (or max TBS bits per TTI), and soft buffer reduction techniques (i.e. LBRM). Then, the same soft buffer requirement was applied to cases where the actual number of HARQ processes is less than 8 (e.g. 4 for config-0) or for the case where the number of HARQ processes is larger (e.g. 10 for config-2, 15 for config-5). For latter cases, studies at the time showed that soft buffer overbooking techniques could be utilized to support same peak rate for larger number of HARQ processes while minimizing blocking. 
We think some of the same principles for defining soft buffer requirements from LTE can be re-applied, though in NR, there is a lot of configurability (e.g. numerology, processing time-budgets, UL and DL transmissions) compared to LTE, which needs to be properly accounted for. Our view is that the total soft buffer for a UE will impact the UE categorization and capability considerations; for example, a UE belonging to a particular category may offer only a certain amount of soft buffer irrespective of the configuration applicable (e.g. SCS, etc). In our view, therefore, the soft buffer should not be defined based on the maximum number of HARQ processes, rather it should be based on a suitable reference configuration(s) for the corresponding UE category, wherein such configurations can include assumptions on numerology, slot duration (assuming slot-based scheduling), achievable peak data rates for the assumed numerology, HARQ RTT, etc.
For example, a processing time of two slots (at UE) with SCS 30kHz, and a peak TBS bits of 100,000 bits per TB, and two 2 TBs per slot of 0.5ms, and a 50% LBRM, yields four HARQ processes supporting a peak data rate of 400 Mbps, and a soft buffer of 1,200,000 locations (4 x 2 x 100,000 x 3 x 0.5). Now, if for the same SCS, due to gNB scheduling, if the UE has to support a maximum number of HARQ processes (e.g. 5 or 6) larger than the reference scenario (4 processes), then techniques such as overbooking should be allowed. Note this is an example to illustrate the concept of using a reference configuration for determining the soft buffer – the actual reference configurations (to be used for NR) may need further discussion in RAN1 and perhaps in overall UE category definition discussions. 
It is also noted that for some scenarios, there may be benefits in not utilizing the entire soft buffer at the UE, e.g. if UE is configured with smaller number of HARQ processes than the reference scenario, since the same rate-matching (e.g. for LDPC codeword) as reference scenario could potentially be used for other scenarios as well. 
HARQ buffers are only needed when the UE needs to perform combining of the multiple received transmissions to improve decoding performance. When the system is operating with appropriate target BLER and link adaptation techniques, the HARQ buffer may not be fully occupied at the UE. For efficient use of HARQ buffers at the UE, pooling the HARQ buffers (e.g. among all component carriers in carrier aggregation) may simplify UE implementation. This would also allow the network to cope with varying loads of component carrier and allow flexible utilization of resources by shifting HARQ resources of one UE from one component carrier to another dynamically. Providing flexibility on the UE side to manage its HARQ buffer efficiently can lead to simplified and scalable design rather than specifying hard buffer splits that can complicate UE implementations. As such, overbooking techniques should be allowed on the UE side. 
The soft buffer size for different UE categories should be independent of the number of HARQ processes and at least shall not dimensioned based on the maximum number of HARQ processes. If the gNodeB scheduler chooses to operate with more HARQ processes, the UE shall not expected to buffer all the soft bits in case of a negative acknowledgement(s).
As soft buffer memory management should be left to UE implementation, the network may require some information from the UE that would allow the network to intelligently determine scheduling decisions, e.g. transmission timing, HARQ-ACK timing, redundancy version, etc. For this purpose, we should investigate further into UE reporting of HARQ buffer loading status or similar information. 
Proposal:
· Soft buffer requirements should be guided primarily by UE categories and capabilities based on suitable selection of reference configuration (SCS, slot duration (assuming slot-based scheduling), achievable peak data rates, HARQ RTT, etc.) that is determined independent of the maximum number of addressable HARQ processes.
· NR should support dynamic pooling of HARQ buffer across component carriers in carrier aggregation of NR carriers. 
· Soft buffer management for NR should left up to UE implementation to allow some flexibility 
· NR supports HARQ buffer loading status reporting from the UE
3. Summary
This document presented our views on defining soft buffer requirements in NR. The following is a summary of our proposals in this contribution.
Proposals:
· Soft buffer requirements should be guided primarily by UE categories and capabilities based on suitable selection of reference configuration (SCS, slot duration (assuming slot-based scheduling), achievable peak data rates, HARQ RTT, etc.) that is determined independent of the maximum number of addressable HARQ processes.
· NR should support dynamic pooling of HARQ buffer across component carriers in carrier aggregation of NR carriers. 
· Soft buffer management for NR should left up to UE implementation to allow some flexibility 
· NR supports HARQ buffer loading status reporting from the UE
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