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Introduction
In RAN1#87, the following agreement on LDPC code design was reached [1]:
Agreements:
· Code extension of a parity-check matrix is used for IR HARQ/rate-matching support 
· Use lower-triangular extension, which includes diagonal-extension as a special case
· For the QC-LDPC design, the non-zero sub-blocks have circulant weight <=2
· Circulant weight is the number of superimposed circularly shifted ZZ identity matrices
· In parity check matrix design, the highest code rate (Rmax,j ) to design j-th H matrix for is 
· Rmax,j <=8/9
· Rmax,j is the code rate of the j-th H matrix before code extension is applied (0 j< J) 
· Rmax,j is the code rate after accounting for the built-in puncturing, if this is applied in H matrix design
Rate matching to support transmission code rate higher than Rmax,j is not precluded

Furthermore, the structure of the parity-check matrix was agreed on with a working assumption in the NR Adhoc [2] and in RAN1#88 [3]:

Working Assumption: 
· For at least one base graph, 
· the parity check matrix consists of five sub-matrices (A, B, C, D, E)
A

C
D
E
B

· A may contain systematic and parity bits
· B: 
· B is not necessarily square
· One of the columns has weight-three 
· The columns of B after the weight-three column have a dual diagonal structure, e.g.:
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· C is a zero matrix
· E is an identity matrix for the above base graph

Agreement: 
Working Assumption from Jan adhoc is confirmed with modifications as follows: 
· A corresponds to systematic bits
· B is square and corresponds to parity bits
· The first or last column may be weight 1
· The non-zero value is in the last row and this row is weight 1 in B
· If there is a weight 1 column, then the remaining columns contain a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
· If there is no weight 1 column
· B consists of only a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
E.g.:
[image: ]

In this contribution, we consider the performance of code rates higher than 8/9, achieved through puncturing of the parity bits in the sub-matrix B described above.
[bookmark: _Ref178064866]Discussion
Considering the design target of kb = 22 systematic columns in the LDPC base graph and assuming two punctured systematic columns, a reasonable design choice is to choose a dual-diagonal submatrix, denoted by B in the working assumption above, to have size 4x4, 5x5 or 6x6. This corresponds to highest code rates of 22/24 = 0.917, 22/25=0.880 and 22/26 = 0.846, respectively, without puncturing of parity bits in the dual-diagonal part. Thus puncturing of parity bits is likely to be needed to reach higher code rates associated with high MCS levels. In ‎[6] it is shown that it is beneficial for the NR LDPC code to support code rates at least as high as Rmax = 0.930.
[bookmark: _Toc481586489][bookmark: _Toc481586584]Puncturing of parity bits associated with submatrix B is needed to reach high code rates.
We note that the order in which the parity bits are punctured can affect the code rate. As an example, consider the LDPC code described in [4]. For k = 8000, the code uses Z = 448 and kb = 18. The size of the submatrix B is 6x6. Although dimensions of this code design is not fully consistent with the agreed NR parameters, this LDPC matrix is used to illustrate the issue. 
We consider two different orders of puncturing the parity bits. The baseline scheme is to puncture the parity bits from the end of the codeword. In the second scheme, we choose a puncturing order, further described below, that is equivalent to reordering the columns of the submatrix B and puncturing from the end.
For the example matrix (kb = 18, submatrix B is 6x6), puncturing two or three columns of B results in code rates of 9/10 or ~0.95, respectively. Since the considered puncturing scheme is equivalent to a reordering of the columns in B and puncturing from the end, it is straightforward to calculate the density evolution thresholds for different sets of punctured columns. When puncturing two columns in B we find that puncturing from the end, i.e. columns 5 and 6, results in the lowest threshold. For three columns however, puncturing from the end results in a higher threshold than the puncturing scheme which is equivalent to puncturing columns 1, 5, and 6 of submatrix B. In Figure 1 we have plotted BLER curves for rate 948/1024, corresponding to the highest entry in the LTE CQI table ‎[5]. This rate corresponds to puncturing of ~2.5 columns in B. 
The two puncturing orders tested are:
· “Original puncturing order”: Puncture approximately half of the parity bits in column 4, and all the parity bits in columns 5 and 6 of submatrix B, i.e., starting from the end of matrix B without column reordering.
· “Improved puncturing order”: Puncture approximately half of the parity bits in column 1 from the end, and all the parity bits in columns 5 and 6 of submatrix B. This effect is achieved by reordering columns in B and then puncturing from the end.

As predicted by the threshold analysis, the improved puncturing order outperforms the original puncturing order by ~0.1 dB at BLER = 10-2, and by ~0.4 dB at BLER = 10-4.

BLER performance at high code rates can be improved by changing the order in which the parity bits associated with submatrix B are written into the circular buffer.
Based on these observations we make the following proposal to improve BLER performance:
Reorder the parity bits associated with submatrix B before writing into the circular buffer.
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[bookmark: _Ref481586074]Figure 1: LDPC performance for different puncturing orders at high rate.
Conclusion
In this contribution, we consider the performance of code rates higher than 8/9, achieved through puncturing of the parity bits in the sub-matrix B described above. We made the following observations and proposal:
Observation 1	Puncturing of parity bits associated with submatrix B is needed to reach high code rates.
Observation 2	BLER performance at high code rates can be improved by changing the order in which the parity bits associated with submatrix B are written into the circular buffer.

Based on the discussion in section 2 we propose the following:
Proposal 1	Reorder the parity bits associated with submatrix B before writing into the circular buffer.
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