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1. Overview
In RAN1 #88 Feb 2017 (Athens) meeting, the following matters were concluded and agreed upon regarding polar code design for control channel:
Agreement for DCI:
· Maximum mother code size of Polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information

Working Assumption for UCI:
· Nmax,UCI =1024
· Optimize code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024.

Hence, it is well-understood that rate-matching will constitute an indispensable part of channel codes for NR control channel. Several candidate rate matching schemes have been under consideration for polar codes. In this contribution, we evaluate the puncturing and shortening rate-matching schemes and present a comparative analysis. In [4], an algorithm was proposed to generate a shortening pattern which could be approximated to a bit-reversal shortening pattern. In this contribution, we make this observation that for any choice of sequence design method (like DE with GA, PW, FRANK etc.), a universal rate-matching scheme should be selected correspondingly. Our evaluation shows that bit-reversal shortening is the most universal* rate-matching scheme among the three candidates: block puncturing (QUP), block shortening and bit-reversal shortening when used with DE with GA. 
We conclude that bit-reversal shortening should be used for rate-matching with Density Evolution with Gaussian Approximation (DE with GA) based sequence design.  
2. Background problem
Sequence re-design in puncturing and shortening
Puncturing refers to a scheme where a short-length codeword is obtained from a long mother codeword by removing some codebits before transmission. The removed codebits are not known to the decoder although their positions in the codeword are known. Thus, the log-likelihood ratio of the channel output at the punctured positions is set to 0 because these bit-channels are treated as erasure channel. The lack of knowledge of the punctured bits also changes the decoding error probability (in other words, Z parameter). Hence, it should be clearly noted that for polar codes with puncturing, the sequence design changes considerably which should be compulsorily taken 
*By universality of a rate-matching scheme, we refer to the property of the scheme which allows it to use the same reliability-ordered sequence for varying number of punctured/shortened bits.
into account in the encoding process. In shortening scheme, a similar effect on the reliability-ordered sequence is manifested in a different way. The shortened indices are usually set to 0 which renders some of the codebits to 0. These codebits which are forced to become 0 are then removed. Since the decoder knows that the un-transmitted codebits are 0, so the log-likelihood ratio of the channel output at these positions is set to infinity. This in turn also affects the decoding error probability (in other words, Z parameter) or reliability-ordered sequence of the bit-indices. Hence it is cardinal that the modified Z-parameters of the bit-indices are taken into consideration for designing the reliability-ordered sequence when designing the encoder of a shortened/punctured polar code. 
When the number of punctured bits is varied to construct codewords of different codelengths from the same mother codeword, the Z-parameters of all the indices need to be re-computed for the reason stated above. This leads to increased computational complexity. In this contribution, we present an evaluation of BLER performance of polar codes with the three candidate rate-matching schemes both with and without sequence re-design. As will be evident from the simulation results, only bit-reversed shortening performs nearly same both with and without sequence re-design which speaks for its low-complexity implementation.
3. Candidate rate-matching schemes
The candidate rate-matching schemes that have been under consideration in the contributions at recent RAN1 meetings constitute block puncturing, block shortening, bit-reversal shortening and repetitions of various kind including but not limited to natural order, reverse order, bit-reversal order, pseudo-random order etc. We restrict our discussion to puncturing and shortening in this contribution. Also, non-bit-reversal polar codes are considered throughout this document as agreed in RAN1 NR ad-hoc Jan 2017 [6].
Assume that a short polar code of length M is constructed from a mother polar code of length N. 
3.1 Block puncturing
Block puncturing refers to a puncturing scheme where N-M consecutive bits are punctured from the codeword before transmission. These N-M bits are chosen to be the first N-M bits of the codeword. It has been discussed in [2] that such a scheme of puncturing can potentially achieve higher minimum distance in the resulting code. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the codebits at indices {0,1,2,3,4} are punctured. The punctured codebits are unknown to the decoder; before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to zero.
3.2 Block shortening
Block shortening refers to a shortening scheme where the last N-M indices are set to be frozen before encoding; the last N-M indices of the codeword are punctured before transmission. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the indices {11,12,13,14,15} are set frozen and the codebits at indices {11,12,13,14,15} are punctured. Setting the indices {11,12,13,14,15} to frozen bit renders the codebits at indices {11,12,13,14,15} to become 0; thus these bits are known to the decoder in advance. Before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to infinity. 
3.2 Bit-reversal shortening
The output of the algorithm proposed in [4] can be approximated to a pattern called Bit-reversal shortening. Bit-reversal shortening refers to a shortening scheme where the bit-reversal of the last N-M consecutive bits of the codeword are punctured before transmission; the bit-reversal of the last N-M indices are set to be frozen bit before encoding. For example, if {0,..,15} denote the set of indices for a polar code of length N=16, then in order to generate a polar code of length M=11, the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are set frozen and the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} are punctured. Setting the indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to frozen renders the codebits at indices {bitrev(15), bitrev(14), bitrev(13), bitrev(12), bitrev(11)} to become 0; thus these bits are known to the decoder in advance. Before starting SC or SCL decoding, the decoder sets the initial LLR at the punctured codebit positions to infinity. 

4. Simulation results
SC decoding and CRC-aided SCL decoding algorithms have been used over BI-AWGN channel with BPSK modulation in the simulations. For the CRC-aided SCL decoder, list size of 8 and CRC-length of (16+3) were used.
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Observation 1: The BLER performance of QUP puncturing scheme degrades if sequence re-designing is not performed at K=80 and 200; the degradation is more pronounced when K=200.
Observation 2: The BLER performance of block shortening scheme degrades if sequence re-designing is not performed at K=200.
Observation 3: The BLER performance of bit-reversal shortening scheme remains almost unaffected to sequence redesign at K=80 and 200; bit-reversal shortening scheme can thus be seen as universal. 
Observation 4: BLER performance of QUP, block shortening and bit-reversal shortening are very close at K=80 and K=200 except for the fact that QUP performs little better at very low coding-rate.
Proposal 1: Bit-reversal shortening should be chosen as the baseline rate-matching scheme for control channel since it does not require sequence redesign. 

5. Summary
Puncturing or shortening in polar codes renders alteration in reliability values of all indices which requires re-ordering of the indices to be able to select frozen set and non-frozen set. It is observed that with exception to bit-reversal shortening scheme, other candidate rate-matching schemes like block puncturing (QUP) and block shortening schemes have non-negligible performance degradation in BLER if sequence re-design is not performed. Bit-reversal shortening, on the other hand, remains almost unaffected by sequence re-design. This is an extremely important merit of bit-reversal shortening scheme as re-computation of reliability ordering of indices is computationally expensive. It is thus proposed that bit-reversal shortening be adopted as the baseline rate-matching scheme for polar codes in control channel.       
Observation 1: The BLER performance of QUP puncturing scheme degrades if sequence re-designing is not performed at K=80 and 200; the degradation is more pronounced when K=200.
Observation 2: The BLER performance of block shortening scheme degrades if sequence re-designing is not performed at K=200.
Observation 3: The BLER performance of bit-reversal shortening scheme remains almost unaffected to sequence redesign at K=80 and 200; bit-reversal shortening scheme can thus be seen as universal. 
Observation 4: BLER performance of QUP, block shortening and bit-reversal shortening are very close at K=80 and K=200 except for the fact that QUP performs little better at very low coding-rate.
Proposal 1: A rate-matching scheme that is universal for a given sequence design method should be considered as the baseline.
Proposal 2: Bit-reversal shortening should be chosen as the baseline rate-matching scheme polar code design with Density Evolution for control channel since it does not require sequence re-design.
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