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1. [bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN 1 #88bis meeting, at least the following factors relevant for evaluating the sequences are considered:
1. Performance
1. Information granularity
1. Compatibility with rate matching
1. Complexity
1. Latency
One single nested ordered sequence was proposed in [1], [2], [3] and [4] because of its nested property of a polar code and of its simplicity and low complexity in both implementation and standard description. Others in [5], [6], [7] and [8], intrigued by the impact of various rate-matching schemes on the ordered sequence design, consider multi-sequences in term of the mother code length (N) and/or code length (M). 
We list these two majority design for Polar sequences in below:
1. Single nested sequence to cover all possible DCI/UCI payload size for different (M,K)
2. Multiple sequences for possible DCI/UCI payload size
a) Multiple sequences by mother code length(N) to cover different (M,K)
b) Multiple sequences by code length(M) to cover different (M,K)
In this contribution, we investigate and compare these two types design in terms of flexibility, complexity and performance to show the advantage of one single nested sequence design.

2. Discussion
For Polar code, the metric of sub-channels to generate the ordering construction sequence can be estimated by density evolution/Gaussian approximation (DE/GA), Monte-Carlo, polarization weight (PW), etc.. Take DE/GA construction method for example, this construction method has the following characteristics,
· It is based on the SC decoding, and performance under SC decoding can be promised. However under SCL decoding, only stable, instead of optimal, performance can be guaranteed.
· It is an approximated version of DE applied to fitting the AWGN channel. We can use different approximation models and/or parameters to evaluate the sub-channel(s) ordering metric. And the construction result is sensitive to the model parameters, e.g. target BLER performance, while the actual performance, both under SC and SCL, turns out to be similar. 
· It is SNR dependent. That is, for different construction SNR, the most reliable sub-channel index set may be very different. Therefore, the SNR should be searched to make the construction optimal for some given performance target.
· Online calculation is impossible from the implementation point of view, due to its high complexity and latency. 
Alternatively, because of the rate nested property of Polar code, an ordered sequence of mother code length can be synthesized and this sequence can be used to extract reliable sub-channel index set for Polar code. 
Note that, DE/GA is not the only construction, and also not the optimal one, for Polar code. As an example, in [1], an SNR independent PW method had been proposed for finding a simple and implementation friendly way to construct the Polar code with single nested sequence. Also in [11], the theoretical analysis for what’s behind PW method had been provided to disclose that the Polar code sequence could be generated in a very simple way with good property and performance.

2.1 Single Sequence Design
In this section, we investigate two single nested sequences as example:
· Polarization weight (PW)
The PW (Polarization weight) sequence is detailed in [11]. The order of sub-channels is obtained through a weight sequence , calculated as follows
Assume  with ,, 
then,
                	                   (1)
where n = log2(N). 

· Offline searching single nested sequences
Single nested sequence can be obtained by combining multiple mother code length sequences for different N. In [6], DE/GA is applied with different construction SNR and the sequences are combined bit-by-bit to a single sequence. It should be noticed that, both offline searching sequences generated in such way exhibit very similar coding performance for various list size, if an exact same rate-matching scheme is applied.
In Figure 1, we give the performance comparison between PW and single nested sequence with Nmax=1024 generated by offline searching method. 
[image: ]
[bookmark: _Ref481218545]Figure 1	. BLER performance for single nested sequences
The performance of PW sequence (Red curves) and offline searched single nested sequence (Blue curves, almost overlapped by Red curves) are presented. The performance is almost the same with different list size {L= 2(dot line), 8(solid line), and 32(dash line)}. 
Observation-1: Offline searching single nested sequence synthesized by a large number of simulations tend to have a similar performance with PW sequence.

2.2 [bookmark: _Ref480548555]Multiple Sequences Design  
Multi-sequence design is a natural extension of a single-sequence design but doesn’t assume an overall nested feature. Compared with single-sequence design, a multi-sequence design consumes more space to store the sequences. But the performance is almost the same.
· Multiple sequences by mother code length(N)
In [3], multiple sequences based on mother code length are proposed. These sequences can be generated by offline searching methods. One way is synthesising one sequence for each mother code length by DE/GA. 
· Multiple sequences by code length(M)
With the similar searching method, multiple sequence can also be searched based on fixed code length and as the code length for control channel are limited.  Any sequence constructed in such a way is dependent on the puncturing pattern, which means that with a fix M more than one sequences need to be generated if more than one kind of rate match method is applied. Moreover, when combined with rate matching, the sequences will not have the advantageous property of symmetry which will also restrict the reduction of the space complexity. 
Also we should notice that the NR UCI/DCI payload size and code length is still on the discussion, it’s not a good way to add any dependency or limitation on the coding design with specified control channel payload size and code length.
Proposal-1: The sequence design should not be payload size and code length dependent.
We compare the performance of single/multiple sequences by offline searching as follows. The simulation parameters can be found in Table 1 in Appendix A.
· Single nested sequence vs. Multiple sequences by mother code length(N)
[image: ]
Figure 2. BLER performance for single nested/multiple mother code length(N) sequences
In Figure 2, the performance of single nested sequence(Blue curves) and multiple sequences for different mother code length(Black curves, almost overlapped by Blue curves) are presented. The performance is almost the same with different list size {L= 2(dot line), 8(solid line), and 32(dash line)}.
Observation-2: Single nested sequence and multiple nested sequences show almost the same performance.

· Single nested sequence vs. multiple sequences by code length(M)
[image: ][image: ][image: ][image: ] 
Figure 3. BLER performance for single nested/multiple code length(M) sequences
In Figure 3, single nested sequence(Red curves) and multiple sequences for different code length(Black curves) are compared. We can see that the performance is almost the same between single nested sequence and multiple sequence for different code rate when the code length is the same.
Observation-3: Multi-sequence by code length(M) show similar performance to single nested sequence.

2.3 Complexity Analysis
Since a multi-sequence design doesn’t show any performance gain over single one, single-sequence should be used. When two single-sequence designs have very similar performance, the complexity, especially the space and description complexity, should be considered as major factors to determine the sequence pattern. The detail analysis based on the PW sequence can be found in Appendix B.   
Proposal-2: Space complexity of a single-sequence design should be considered as a factor to determine a single-nested sequence. 

In general speaking, no gain can be observed of multi-sequence design over single one. But it’s obviously the multi-sequence design will be more complicated for the implementation and consumes more space complexity.
Proposal-3: One single nested sequence design should be adopted for NR eMBB control channel.

3. Conclusion 
In this contribution, we described sequence design for NR Polar code. Based on the analysis and performance comparison, we have the following observation and proposals.
Observation-1: Offline searching sequence synthesized by a large number of simulations tend to have a similar performance with PW sequence.
 Observation-2: Single nested sequence and multiple nested sequences show almost the same performance.
 Observation-3: Multi-sequence by code length(M) show similar performance to single nested sequence.
 Observation-4: PW sequence allows to save up to 75% space complexity. 
[bookmark: _GoBack] Observation-5: PW sequence allows us to trade for more space complexity saving (up to 90%) with higher computational complexity. 
Proposal-1: The sequence design should not be payload size and code length dependent.
Proposal-2: Space complexity of a single-sequence design should be considered as a factor to determine a single-nested sequence.
Proposal-3: One single nested sequence design should be adopted for NR eMBB control channel.
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Appendix A:
Table 1. Simulation settings
	Code sequence
	Multiple sequences with mother code length by offline searching 
Multiple sequences with code length by offline searching 
One nested sequence by offline searching
One nested sequence ordered by polarized weights in [1]; 

	Code construction
	PC-CA Polar [13]

	List size 
	2, 8, 32

	Mother Code length 
	64, 128, 256, 512, 1024

	Information bits  for N
	20 ~ 200

	Code length 
	72 144 288 576



Appendix B:
1. Recursive and Symmetric PW sequence
A PW sequence QN ={QN(0),QN(1)… QN(N-1)} is generated in the way described in [1] (assuming Q is sorted in ascending order of polarization weights), where QN(i) is the index of the sub-channel or bit position. As mentioned in [11], a PW sequence is generated in a recursive way from a Hasse diagram governed by UPO (universal partial order): 
· Recursive-1: if #x≻#y in N, then #(N+x) ≻ #(N+y) in 2*N. For example, 1≺2 in N = 8 results into #9 (=8+1) ≺#10(=9+1) in N = 16. Thus, from N to 2*N, the partial orders for bit positions 0~N-1 remain the same as those for N~2*N-1.
· Recusive-2: if #x≻#y in N, then #(2*x) ≻#(2*y) and #(2*x+1) ≻#(2*y+1). For example, 1≺2 in N = 8 results into #2(2*1) ≺#4(2*2) and #3(2*1+1) ≺#5(2*2+1) in N = 16. 
The recursive-1 feature can be used to reduce the space complexity. Let’s take N=16 for example. The PW sequence QN=16 ={0,1,2,4,8,3,5,6,9,10,12,7,11,13,14,15} can be divided into 2 subsets and interweaving vector PN=16: 
· QN=8 - = {0,1,2,4,3,5,6,7} 
· QN=8+ = {8,9,10,12,11,13,14,15} = {0+8,1+8,2+8,4+8,3+8,5+8,6+8,7+8} = QN=8- + 8
· PN=16 = {0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1} 
The interweaving PN=16 indicates how to combine QN=8- and QN=8+ into QN=16. If PN=16(i) = 0, then put QN=8- (j); else put QN=8+(j). 
From the symmetric property of PW sequence, we can obtain that PN=16 (1:N/2)=!PN=16 (end:N/2+1). This can help to save half space complexity, where only half part of the interweaving vector needs to be stored. Let’s follow the example above. 
· QN=4 =  {0,1,2,3}
· PN=8 =   {0, 0, 0, 1, 0, 1, 1, 1}
· PN=16 =  {0, 0, 0, 0, 1, 0, 0, 0, 1, 1, 1, 0, 1, 1, 1, 1}
Therefore, we can construct QN=16 from QN=4 (2-bit x 4) and PN=8 (1-bit x 4) and PN=16 (1-bit x 8) only, together 20-bit. For other sequence that has no such features, we need total 4-bit x 16 = 64 bit to store a QN=16. The compression ratio is 20/64 = 31.25%. 
The above compression ratio holds for any N. A more general expression to store QN is:
· QN/4  : memory size = N/4*[log2(N/4)] bits
· PN/2   : memory size = N/4 bits
· PN     : memory size = N/2 bits
A compression ratio is 

For N = 1024, R = 27.5%. 
Observation-4: PW sequence allows to save up to 75% space complexity. 
2. Further compression 
The nested property of PW sequence can allow to further compress the PW sequence’s space complexity, because QN/4 can be represented by QN/16, PN/8, and PN/4. Thus, in order to have QN, we need to store: 
· QN/16: memory size = N/16*[log2(N/16)] bits 
· PN/8: memory size = N/16 bits
· PN/4: memory size = N/8 bits 
· PN/2: memory size = N/4 bits
· PN   : memory size = N/2 bits 
The total compression rate is 

For N = 1024, R = 13%. If a nested reconstruction is allowed, PW sequence allows to save about 90% space complexity at the cost of the computational complexity. 
The interweaving vectors can also be combined together, which can be used to recover the long sequence directly. Let’s follow the example above and divide the polar code into 4 segments.
· QN=16={0,1,2,4,8,3,5,6,9,10,12,7,11,13,14,15}={0,1,2,0+4,0+4*2,3,1+4,2+4,1+4*2,2+4*2,0+4*3,3+4,3+4*2,1+4*3,2+4*3,3+4*3}
The sub-channels with the same color belongs to the same segment, and the orderings of the sub-channels within each segment are the same based on Recursive-1. Then, we can store a general interweaving vector.
· QN=4 =  {0, 1, 2, 3}
· PPN=16 =  {0, 0, 0, 1, 2, 0, 1, 1, 2, 2, 3, 1, 2, 3, 3, 3}
When recovering the long sequence, if PPN=16(i) = m, put QN=4 (j) + m *N/4. Here, m is the segment index the current sub-channel belongs to, and N/4 is the length of each segment. Note that the general interweaving vector is also symmetric, i.e. PPN=16 (1:N/2)=3-PPN=16 (end:N/2+1) for 4 segments.

Observation-5: PW sequence allows us to trade for more space complexity saving (up to 90%) with higher computational complexity. 
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