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For polar code design for NR control channels the following conclusion and agreement were achieved in RAN1#88bis [1]: 
Agreement:
· J CRC bits are provided (which may be used for error detection and may also be used to assist decoding and potentially for early termination)
· J may be different in DL and UL
· J may depend on the payload size in the UL (0 not precluded)
· In addition, J’ assistance bits are provided in reliable locations (which may be used to assist decoding and potentially for early termination)
· J + J’ <= the number of bits required to satisfy the FAR target (nFAR) + 6
· Working assumption: 
· For DL, nFAR = 16 (at least for eMBB-related DCI)
· For UL, nFAR = 8 or 16 (at least for eMBB-related UCI; note that this applies for UL cases with CRC)
· J’>0
· Working assumption: J”<=2 additional assistance bits are provided in unreliable locations (which may be used to assist decoding and potentially for early termination)
· Can be revisited in RAN1#89 if significant benefit is shown from a larger value of J” without undue complexity – companies are encouraged to additionally evaluate J”=8
· The J’ (and J” if any) bits may be CRC and/or PC and/or hash bits (downscope if possible)
· Placement of the J, J’ (and J” if any) assistance bits is FFS after the study of early termination techniques
· Appended?
· Distributed?
· evenly?
· unevenly? 
Conclusion:
· Study until RAN1#89 polar code construction techniques to facilitate early termination (i.e. before decoding all the information bits) without degrading BLER performance or latency (especially considering the time for deinterleaving the information and assistance bits) compared to purely implementation based methods such as path-metric based pruning
· e.g. assistance bits distributed in the codeword in such a way that error detection can be performed after partial decoding
· Investigate performance, complexity and FAR impacts
· Study of use of data-independent scrambling to facilitate early termination is also not precluded
In this contribution, we will discuss about the assistant bit mostly for the purpose of early termination and error correction.
Notations:
K:	information bits length
M:	code block length
N:	mother code block length, equal to 
R: 	code rate
I: 	Information set
F: 	Frozen set
P:	Shortened/Punctured Pattern
Necessity to Have PC and Distributed CRC Bits
[bookmark: _Ref481144125]PC bits for List Decoder
Both J CRC bits and J’ PC-bits help improve the coding performance by a SCL decoder for a polar code (M, K), but J’ PC bits allows additional coding gain due to its “early-intervention coding gain” [2]. 
The fundamental differences are:
· CA-Polar uses J+J’ CRC bits to choose one path from the L candidates the final decoding stage. However, if the true path is discarded at intermediate decoding stage, CRC bits cannot help.
· PCCA-Polar uses J’ bit PC distributed over a (K+J)-bit information block to preserve a “right” path at each intermediate decoding stage.
“Early-intervention” by PC bits helps an SCL decoder to quickly converge onto some more likely candidates at the earlier decoding stages [2][5]. This early-intervention gain is related to (i) the nature of SCL decoder and (ii) the positions and values of the PC bits.
In SCL decoder, path metrics are closely related to the distance between hypothesis codewords. At an early decoding stage, an SCL decoder compares the received vector LLR with the sets of the hypothesis codewords associated with each surviving path. To avoid discarding the true path at early decoding stages, the path metrics of incorrect paths should receive more penalty than the true path. This requires the hypothesis codewords associated with list paths to be “as far as possible” so that the truth path is “as distinguishable as possible”, especially for paths with differences over only a few bits.
From this on, there are several strategies to select the PC bit positions:
· J’ bit positions with smallest row weight among the information set: since the PC bits would be distributed more uniformly over a block, an early-intervention-gain would be secured.
· J’ bit positions at the very ending part of a block, i.e., no early-intervention gain. 
· J’ bit positions chosen “randomly” or “evenly”.
The proposed PC bit selection adopts the first option. The minimum distance between the hypothesis codewords of different paths is equal to wmin, i.e., the minimum Hamming weight of , where  is the i-th row of the Arikan kernel and I is the information set. The wmin based PC selection enhances minimum code distance. On top of that, the distance spectrum can be improved by a linear combination of some preceding information bits. A relevant theoretical analysis is provided in Appendix A, as summarized below:
· The probability of the event “the true path is discarded” is strongly affected by the minimum distance between the codewords of different paths.
· By setting some bits with minimum row weights to a linear combination of some preceding information bits, we can improve the distance spectrum between different paths.
Based on the observations, PC bits is a way to improve the distance spectrum at intermediate decoding stages.
Observation 1: Theoretical analysis reveals that PC bits can help to improve the code property compared with the CA-polar code.
Implementation-based Methods for Early Termination
Without any distributed CRC bits in the middle of a block, a CA-polar code could only rely on the path metrics of the survival paths at the intermediate decoding stages to conduct an early termination during a blind detection.
· For CA-only Polar codes, its minimum distance is poor at the intermediate decoding stages, hence the path metrics are “indistinguishable”. According to simulations, the path metric of a true path is often worse than those of incorrect paths, making it difficult to identify the true path.
· For distributed CRC Polar codes, its error detection can be performed at earlier decoding stages. Decoding is terminated once all paths failed parity check.
Below we show some results for CA-only Polar codes. In order to show the best performance of path metric based early termination method, we carefully choose a threshold according to the current SNR, information block length and coding rate. Even though, the BLER loss due to MDR is significant.
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Figure 1. BLER Performance loss for CA-Polar with path metric-based early termination
Observation 2: Significant BLER loss is observed for path-metric based early termination. Distributed CRC bits are necessary for early termination. 
[bookmark: _Ref477266525]Polar Code Design
[bookmark: _Ref481603957]PC-CA Polar Design
Following the proposal, we design a polar code with the PC bits and distributed CRC bits in [2] to maximize the benefit from the assistance bits.


Figure 2.	Example of PC-(D)CA Polar Code Scheme
J+J1’ are partially distributed CRC bits from one (J+J1’)-bit CRC polynomial for error detection and early termination: 
· Maximum number of CRC checks is limited to T to secure a targeted FAR: e.g. J+J1’=19 locks down a 16-bit FAR target with a list decoder with T≤8.
· J1’ CRC bits are distributed for early termination.
J2’+J” are PC bits for error correction (path pruning)
· J2’ PC bits take the bit positions with a minimum row weigh (wmin) from the (K+J+J1’+ J2’) reliable bit set in [2]. 
· J” PC bits take the bits positions from the N-(K+J+J1’+ J2’) unreliable bit set.
· J2’+J”=5.
Total, we have no more than 8 extra assistance bits on top of 16-bit CRC bits. The detailed steps can be found in Appendix B.
Distribution of J1’ CRC bits
The J1’ distributed CRC bits are used for an early termination. A labeling list decoder and multi-bit list decoder were proposed in [2] and [8] respectively to take advantage of an early termination. 
Once the J+J1’ CRC bits are generated, J1’ CRC bits will be placed on some bit positions scattering over an information block. The number (J1’) of the distributed CRC bits and their bit positions are both critical for the performance of early termination and FAR. 
In Appendix C, we showed that the number and positions of the distributed CRC bits should be proportionally allocated to satisfy the targeted FAR and early termination ratio. Such a distribution must be carefully designed to consider the position and reliability of each segment.
Evaluation Results 
In the following, we compare two different schemes with different list size:
1) CA-Polar:
· 19 (J)-bit CRC for both error correction and error detection. 
· All CRC bits are attached at the end of unfrozen bit positions.
· Maximum T = 8 times CRC check is allowed for a CA-SCL decoder to ensure the FAR.
2) PC-CA Polar (with ET PC bits):
· 19 (J+J1’)-bit partially distributed CRC for both error correction and error detection
· Among them, J1’=3 bits are used also for early determination
· J2’+J”-bit PC is used for either enhancing list gain or promote early termination
· J2’+J”=5
· Maximum T = 8 times CRC check is allowed to ensure the FAR.
BLER Performance
Without Rate-Matching (Mother code length)
In Figure 3, the required SNR to achieve a 0.001 BLER is plotted for different info block lengths and mother code lengths, i.e., no rate matching. The curves for CA-Polar are plotted in black, and the curves for PC-CA Polar are plotted in red, the dash-dotted curves are list 2, the solid curves are list 8 and the dashed curves are list 32.
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Figure 3. BLER Performance for L ={2,8,32}, without rate-matching
A CA-Polar code has smaller performance gain as the list size increases from 8 to 32 than PC-CA Polar. With a list 32, the coding gain of a PC-CA Polar code over CA-Polar code can reach 0.3dB. Note that no rate-matching scheme is involved in the simulations in Figure 5.
With Rate Matching (Puncturing/shortening)
The required SNR to achieve a 0.001 BLER is plotted for different info block lengths and code lengths, assuming a mixture of rate matching schemes including puncturing and shortening. The overall performance is better than any single rate-matching scheme. It can be seen that, with a hybrid rate matching scheme, list gain can be observed with PCCA Polar codes over a wide range of information block lengths and code rates.
[image: ]
Figure 4. BLER Performance for L ={2,8,32}, with rate-matching
Observation 3: PC-CA Polar shows stable coding gain compared to CA-Polar in different comparison scenario including without rate-matching, combined with puncture and shorten, large list etc.
FAR and Early Termination Ratio
To investigate the complexity-reduction brought by the early termination, the following parameters are defined as evaluation criteria [2]:
· Early Termination Ratio (ETR)
ETR = Early terminated decoding attempts / All decoding attempts
· Saved Computational Complexity Ratio in Early Terminated Decoding Attempts (SCCR in ETDA) 
SCCR in ETDA = Remaining non-decoded non-frozen bits in all early terminated decoding attempts / All non-frozen bits in all early terminated decoding attempts
· Total Saved Computational Complexity Ratio (TSCCR)
TSCCR = Remaining non-decoded non-frozen bits in all early terminated decoding attempts / All non-frozen bits in all decoding attempts = ETR * SCCR in ETDA
The false alarm rate is plotted in left part of Figure 5, for different info block lengths and code lengths, The FAR is measured in accordance with NR control channel simulation assumption, i.e., AWGN noise as input. The configuration is 19-bit distributed PC/CRC in which 3 PC bits are scattered among the information bits. It can be seen that the FAR results can fulfill the requirement, i.e., below 2×10-5.
[image: ] [image: ]
Figure 5. FAR and ET performance by PCCA Polar codes (L=8)
The total saved computational complexity ratio (TSCCR) due to early termination ratio is also plotted in the right side of Figure 5, for different info block lengths and code lengths. It can be seen that, about 30% to 50% power saving can be achieved by early termination.
Observation 4: PC-CA polar can support early termination with distributed CRC design to achieve 30% to 50% power saving with low complexity and guaranteed FAR performance.
Distributed CRC Polar Codes
A distributed or interleaved CRC polar code is proposed in [7][8]. After a permutation of the CRC generator matrix, some parity check bits are relocated in the middle of an information block. According to [6], a decoder can treat them in different ways: as information bits for error detection or as dynamic frozen bits, PC bits, for error correction. Moreover, it was noted in [7] that about 30% complexity can be saved due to the early termination, which makes much sense in blind detection of PDCCH. Nevertheless, distributed CRC Polar codes require an interleaver for each given information block length (K). Since only interleaving is introduced within CRC encoded bits before polar encoding, BLER and FAR (type I[footnoteRef:1]) performance should be similar to CA-Polar. [1:  Type-I FAR = (# of events that CRC pass and wrong decoding) / (# of events of wrong decoding).] 

The FAR and early termination saving for Distributed CRC Polar code is shown below:
[image: ] [image: ]
Figure 6. FAR and ET performance by Distributed CRC Polar codes (L=8)
Observation 5: Distributed CRC Polar code can support early termination without BLER and FAR loss.
 “Simple PC” Polar Codes
A distributed “simple parity check” Polar code is proposed in [11]. The information block is divided into three segments with (approximately) the same number of bits. Three single parity check bits are appended at the end of the three segments, respectively. The parity function is also simple, i.e., each parity bit is the binary checksum of its preceding information segment.
Such a “simple PC” Polar code design has the following two problems:
· An evenly (or casually) distribution of PC bits suffers from a FAR degradation.
· A simple PC function is more vulnerable for error detection capability.
The PC bits distribution should be designed to satisfy a FAR target. If one K-bit information block was divided into two segments, their block-error rates (BLER) would be different from each other, which would request a proportional allocation of the CRC bits between the two segments. An evenly distribution of PC bits fail to capture the bit error rates in each segments and thus would suffer from a FAR degradation.
The PC function is also relevant to the FAR performance. A simple PC function described in [11] is shown to have FAR problems even with a carefully designed PC bits distribution. A well designed CRC polynomial may address this issue.
The FAR degradation is observed for different block lengths and code rates:
[image: ] [image: ]
Figure 7. FAR performance by “simple parity check” Polar codes (L=8)
Observation 6: “Simple PC” Polar code may suffer from FAR degradation.
Conclusion
In this contribution we investigated the design of PC-CA Polar construction with distributed CRC design for good BLER performance and early termination. We have the following observations:
Observation 1: Theoretical analysis reveals that PC bits can help to improve the code property compared with the CA-polar code.
Observation 2: Significant BLER loss is observed for path-metric based early termination. Distributed CRC bits are necessary for early termination. 
Observation 3: PC-CA Polar shows stable coding gain compared with CA-Polar in different comparison scenario including without rate-matching, combined with puncture and shorten, large list etc.
Observation 4: PC-CA polar can support early termination with distributed CRC design to achieve 30% to 50% power saving with low complexity and guaranteed FAR performance.
Observation 5: Distributed CRC Polar code can support early termination without BLER and FAR loss.
Observation 6: “Simple PC” Polar code may suffer from FAR degradation.
Given the above observations, we have the following proposal:
Proposal 1: PC-CA Polar is taken as the baseline for Polar code construction. 
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Appendix A. Distance Spectrum Analysis
To understand why PC bits can reduce the probability of the event “true path is discarded at the i-th stage” while CRC bits cannot, we introduce a distance spectrum analysis which naturally occurs from an in-depth study of SC and SCL decoders. 
In an SC decoder, a path in an SC decoder is defined by a binary vector . At the i-th decoding stage, what an SC decoder actually does is deciding whether the received vector is more likely to be from the subset of codewords with , or the subset of codewords with .
The former subset is called a “zero” coset  and latter subset is called a “one” coset , defined as

,
where  is the j-th row of the Polar kernel ,  denotes all codewords corresponding to path  and ,  denotes all codewords corresponding to path  and .
For example, the “zero” coset  and the “one” coset  with the same prefix of path  has difference only at . The distance spectrum between the two cosets is denoted by , where
,
where  denotes all codewords corresponding to path with all “0” decoded bits except “1” for ui, and  is the weight (number of non-zero elements) of .
By definition of , it is straightforward to see that the minimum distance between the two cosets is
, 
i.e., it is determined by the corresponding row weight.
The concept of cosets can be naturally extended to an SCL decoder. It is observed that the path metric is closely related to the minimum distance and distance spectrum. To avoid discarding the true path at the i-th stage, the path metrics of incorrect paths should receive more penalty than the true path. This can be achieved by letting the cosets induced by different paths to be “as far as possible” so that the truth path is “as distinguishable as possible”, especially for paths with differences over only a few bits. In an SCL decoder, “a larger distance” between cosets means “a larger penalty” on the path metric.
If the i-th bit is a PC bit, then the minimum distance between cosets can be increased by setting its value to a linear combination of some preceding information bits so the path metrics of different paths becomes “more distinguishable”. Otherwise, the minimum distance between cosets are incurred by the bit positions with minimum row weight (i.e., wt(j)=wmin) among the unfrozen bits. By selecting these bit positions as PC bits and setting their values using linear combinations of previous information bits, the SCL decoding performance can be improved.
Appendix B. PC-CA Construction Steps
The PC-CA Construction steps are descripted as follows:
1. Construct of a (M,K’) Polar Code, where , and get the parameters.
· J=16 CRC bits and J1’=3 distributed CRC bits
·  PC bits from reliable Positions.
·  PC bits from unreliable Positions.
2. Determine the positions (sub-channel indices in terms of 0,…,N-1) for assistant (CRC/PC) bits
· Select the last J reliable bit positions
· Select the (P1%×K’, P2%×K’, P3%×K’)-th non-frozen bit positions
· Select the J2’ most reliable bits with row weight wmin
· Select the last J’’ = 5 - J2’ frozen bits positions
The distributed CRC bits values are generated with a CRC polynomial by cyclic shift register, as follows
1. The J + J1’ distributed CRC bit values are taken from the intermediate states of the CRC cyclic shift register shown in Figure 15, and the J CRC bit values are taken from the final states of the same shift register.
· The exact position is: the ((k+j)%(J+J1’))-th register states (from left to right).
· k is the current index within the K information bits.
· j is the current index within the J+J1’ D-CRC bits.


Figure 15. Cyclic shift register defined by a CRC polynomial
Appendix C. Position of J1’ D-CRC Bits
The J1’ distributed CRC bits are designed for early termination. A labeling list decoder and multi-bit list decoder were proposed in [2] and [8] respectively to take advantage of an early termination. 
Below we demonstrate that the number and positions of distributed CRC bits must be proportionally allocated according to bit position and reliability. Such design is critical for both the performance of early termination and FAR.
Number of Distributed CRC Bits (J1’)
The reason to distribute J1’ CRC bits rather than all the CRC bits is to satisfy a FAR target. If one K-bit information block was divided into two segments with length K1 and K2 (may not be equally sized), their block-error rates (BLER) would be different from each other, which would request a proportional allocation of the CRC bits between the two segments, e.g., Js1 and Js2.

 
Figure 3. FAR model based on segmentation
The overall FAR is
,
where BLER1 is the probability that the 1st bit error occurs in Segment 1, and BLER2 is the probability that the 1st bit error occurs in Segment 2.
Based on the FAR model, we can calculate the FAR given a specific SNR. Without a careful selection of the number and position of parity bits (i.e., Js1 and Js2) for each segment, the system-level FAR requirement may not be satisfied.
Bit Positions for J1’ Distributed CRC Bits
The design of parity-check bit placement must follows the both principles as follows
1. To provide FAR guarantee based on the FAR model.
2. To promote early termination by moving as many parity-check bits to Segment 1 as possible.
Based on the principles and the FAR model, an offline method to distribute CRC bits is introduced:


Figure 4. Offline method to distribute CRC bits
· Example Design:
· [bookmark: _GoBack]According to above, placing 3 parity-check bits after the first P1%, P2% and P3% (e.g. 30%,40%,50%) info bit positions, respectively, can enable early termination without incurring FAR and BLER degradation. The specific values of P1, P2 and P3 can be offline computed and pre-stored according to different block lengths and code rates. Reliability of a polar code should be considered when the bit positions for distributed CRC bits are decided. This would secure the FAR with J1’ distributed CRC bits.
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