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Introduction
Conclusion:
· At least the following criteria are considered for LDPC design comparison in addition to BLER performance
· Implementation complexity 
· Latency 
· Discuss details in the email discussion. 
· Companies are encouraged to provide at least the following for the base matrix for the considered code rates: 
· Zmax 
· Total number of edges
· Maximum row weight 
· Maximum column weight 
· FFS if/how to define and compare numbers of (quasi) layers
Conclusion for some code design targets:
· At least support 20Gbps decoder information throughput with code rate 8/9
· Also aim for good throughput performance at lower code rate(s)
· FFS the details of how to assess throughput performance at lower code rates, including whether the assessment is relative or absolute, and other constraints (e.g. complexity)
Agreement: 
Working Assumption from Jan adhoc is confirmed with modifications as follows: 
· A corresponds to systematic bits
· B is square and corresponds to parity bits
· The first or last column may be weight 1
· The non-zero value is in the last row and this row is weight 1 in B
· If there is a weight 1 column, then the remaining columns contain a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
· If there is no weight 1 column
· B consists of only a square matrix such that:
· First column has weight three
· The columns after the weight three column have a dual diagonal structure (i.e., main diagonal and off diagonal)
· E.g.:
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Proposed LDPC Codes
It is considered QC-LDPC codes guaranteeing the simple but parallel encoding and decoding. A QC-LDPC code is described by the parity check matrix H, which consists of small number of ZZ square matrix which might be either Zero matrix or Circulant Permutation Matrix (CPM). The CPM is identified with right or left circular shifting matrix from ZZ Identity matrix.
2.1 Structure of proposed QC-LDPC
The structure of H matrix for LDPC code is described in this section. It is serially concatenated with high rate codes (QC-IRA Like) and Single Parity Check (SPC) codes, which is one of the typical forms of Multi-edge LDPC codes [2, 3]. The multi-edge type LDPC code we propose have two main characteristics. One is to have multiple degree-1 variable nodes which would be beneficial for lower code-rate. The other is to have always punctured nodes (not transmitted) in information part. (In this example, the first 2Z column in Figure 1). The matrix form would be like

, where A stands for the information part of high rate code, B for the parity of high rate and C for all-zero matrix, E and E for the parity extended code, which are satisfied with the agreement of LDPC code[1] . Figure 1 shows the conceptual structure of the proposed LDPC code.
The part of QC-IRA like makes the LDPC code Z-unit parallel encoding, which makes fast encoding. And also, because of parity extension code having degree-1 variable nodes, the proposed LDPC code can easily support low code-rates as well as incremental redundancy (IR) for HARQ. 
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Figure 1. The conceptual structure of base code and parity extension for LDPC Codes 
The coding scheme for NR requires supporting wide range of code rates, variable code blocks as well as fine granularity for both cases [4]. In order to satisfy these requirements, we consider multiple base codes and each base code (BC) consists of a base matrix and a set of lifting-sizes.
[Table 1, Base Code parameters]
	Base code(BC)
	Mb  Nb
	Kb,max
	Kb,min
	Pb
	Sb
	code rate
	Zmax
	Max. information

	BC1
	638
	32
	25
	2
	7
	0.89
	256
	8192

	BC2
	616
	10
	7
	2
	4
	0.71
	256
	2560


· Mb means the number of row in base code
· Nb means the number of column in base code, equal to Kb +Mb
· Kb, max means the maximum number of column for information in base code
· Kb, min means the minimum number of column for information in base code
· Sb means the maximum number of column for information shortening in base code
· Pb means the number of systematic information puncturing in base code, not transmitted
[Table 2, LDPC code Information detailed for BC1]
	Code rate
	Total number of edges
	Maximum row weight
(number of rows)
	Maximum column weight

	8/9
	113
	19
	5

	5/6
	138
	19
	8

	3/4
	172
	19
	11

	2/3
	214
	19
	14

	1/2
	316
	19
	26

	1/3
	476
	19
	39



2.2 Supporting flexibility of LDPC Codes
In this section, we discuss the flexibility of proposed LDPC code in terms of code block size, granularity and rate matching.
2.2.1 Supporting variable code block
The simple way to support variable code block is to change lifting-size (Z) of QC-LDPC code. But since many lifting-sizes would increase the complexity, the proper number of lifting-sizes should be selected. We propose the lifting values for supporting flexible code block length.
The lifting sets are satisfying with , where . The practical Z values are used such as Zset = {8:2:16, 20:4:32, 40:8:64, 80:16:128, 160:32:256}. And these lifting values are fully shared with 2nd base code.
In order to generate each H matrix () where it corresponds to H matrix according to different lifting value, Z, from given H matrix, specific equation is proposed [4]. The lifting equation need to be considered whether or not it is implementation friendly.
Observation 1: When considering implementation complexity, course lifting values are considered for LDPC code.
Proposal 1: If multiple base codes are accepted, the lifting values should be selected from existing ones.   
2.2.2 Supporting rate matching
In practical, the number of bits for transmission is determined based on the available physical resources and then it should be able to generate arbitrary code-rates called as Rate Matching. In order to support arbitrary code-rate, puncturing would be necessary. By puncturing in parity, the code-rate could be higher and also arbitrary code-rate could be supported depending on available physical resources. If the number of LDPC coded bits are smaller than one to transmit over available physical resources the repetition scheme would be used for rate matching, which transmit previously transmitted bits again.
2.3 IR-HARQ
IR-HARQ supported by channel coding is necessary requirement for reliable transmission. IR-HARQ could lower the code rate as retransmission progresses then it is achieved more robust data transmission than first transmission. For these requirements, single channel codes need to cover wide range of code rates. As we agreed already, we use parity extension technique for HARQ and lower rate, in which the first transmission is started from high rate parts and apply parity extension to lower code rate as further transmission.
Observation 2: Parity extension code can provide good performance for lower code-rates as well as IR-HARQ.
Multiple base codes
We propose 2 base codes for eMBB, BC1 and BC2. With help of 2nd base code for short block with lower rate, it is provided improved latency compared with providing single base code while keeping better performance. For example, to support 2000 information block length with R=1/2 case, 316(Z=64) edges are processed for BC1 but 76(Z=224) for BC2 then the latency can be reduced to almost 24%. It is expected that this latency improvement for whole code rate is supported by 2nd base code.
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[Figure 2. Number of edges comparison between BC1 and BC2]
Observation 3: Thanks to BC2 supporting small block length with lower rate, it gives advantage of performance and latency.
Proposal 2: Two base graph should be supported for latency improvement.
Implementation aspects
When considering 20Gbps with code rate 8/9, (multiple) block-parallel decoder structure is sufficient for eMBB [1]. For higher throughput, 2 or more cores are needed. With help of smart scheduling, the decoding latency can be reduced to the degree of full-pipeline. Attached file is one example of scheduling based on the proposed LDPC code for 2 cores used. It is observed that for code rate 8/9, the decoding latency for 1-iteration requires 65 cycles with 14 cycles pipeline latency. Therefore, total cycles would be 663 cycles (=1065 + 14) - 1 if 10-iteration and 1GHz clock operation are assumed, then the throughput becomes 12.36Gbps (=8192/663*1GHz) with 2-core.  
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[Figure 3. Example of scheduling]
From example scheduling of figure 3, there is one stall between each layer. This is because the logic for “final Q-compare” can be shared with the logic of “Q-compare” during this stall. Figure 4 show the how to share the logics with only three 21MUX added. 
[image: ]
[Figure 4. How to share logics]
Observation 4: With smart scheduling, {8192, 256} LDPC code can provide the full-pipeline.
Conclusions
In this contribution, we considered multi-edge QC-LDPC code for eMBB data channel. The proposed LDPC codes would be suitable for high throughput data transmission for NR. And the proposed LDPC codes have sufficient flexibilities being able to support channel coding requirements of NR.
We have the following observations and proposals.
Observation 1: When considering implementation complexity, course lifting values are considered for LDPC code.
Observation 2: Parity extension code can provide good performance for lower code-rates as well as IR-HARQ.
Observation 3: Thanks to BC2 having small block length with lower rate, it gives advantage of performance and latency.
Observation 4: With smart scheduling, {8192, 256} LDPC code can provide full-pipeline. 
Proposal 1: If multiple base codes are accepted, the lifting values should be selected from existing ones.
Proposal 2: Two base graph should be supported for latency improvement.
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