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In RAN1 #88 [1] the following agreements regarding the codeword to layer mapping were made:
Agreements:
· NR supports the following number of codewords per PDSCH/PUSCH assignment per UE:
· For 1 to 2-layer transmission: 1 codeword
· For 5 to 8-layer transmission: 2 codewords
· FFS for 3 & 4-layer transmissions – revisit today 

Working assumption:
· NR supports the following number of codewords per PDSCH/PUSCH assignment per UE (Alt1):
· For 3 and 4-layer transmission: 1 CW
· FFS: the support of Alt2 (mapping 2-CW to 3 layers and 2-CW to 4 layers)
· Companies are encouraged to evaluate the case of multi-panel/multi-TRP scenarios

Agreements:
· For the DL/UL data channels, FFS layer mapping to physical resources w.r.t. symbols/layers/carriers
· Considering latency for both eMBB and URLLC
· Also other aspects such as frequency/time/spatial diversity, UE complexity, eMBB/URLLC multiplexing, etc.
· Companies are encouraged to perform analysis and evaluations

In this contribution, we present our views on the codeword to layer mapping that NR should support. In short: 
· We propose NR to support SCW for up to 4 layers with the option of having different modulation order for each layer for SU-MIMO.
· We propose NR to support a layer mapping to physical resources procedure which maps codeblocks first across layers, then across subcarriers with frequency-domain interleaving, and then across OFDM symbols. 
SCW MIMO with per-layer modulation order
Discussion
In RAN1 #88 a monumental agreement was made to support SCW per PDSCH grant for up to rank 2 and a working assumption was achieved to support SCW MIMO for up to rank 4. Even though SCW MIMO should have been chosen for up to rank 8, we do believe that such an agreement is in the right direction, and we would like to repeat a few of the main arguments that led to this decision:
· SCW MIMO leads to a reduction of the amount of UL control ACK/NAK, minimizes the number of HARQ processes to monitor, and may simplify the mapping of the MAC layer TBs into the physical resources (one TB is mapped into on CW). 
· The advantage of MCW over SCW for the case SIC receivers is not a strong argument in NR since advanced receivers are not expected to be SIC-based, but are likely to use approximate ML-type approach that are more suitable for latency reduction. 
· Different modulation order can be assigned to each layer for a better adaptation to the supportable spectral efficiency of the OFDM symbols to which the code blocks are mapped. 
· SCW MIMO has clear advantage over MCW MIMO when it comes to fast pipeline decoding at the receiver and enabling low-latency applications.
SCW with per-layer modulation order
Discussion
Our technical view from the beginning of this discussion has been that single codeword with per-layer modulation order may provide all the gains that MCW MIMO may provide, and at the same time have significant robustness and low-latency benefits over MCW.

Some companies have raised the concerns that SCW MIMO would lead to performance degradation when it comes to multi-panel/multi-TRP transmissions due to the fact that panels may potentially have, due to different orientation for example, significantly different quality, and therefore different HARQ processes and inner/outer loops would need to be employed to get most out of this MIMO setup. 

Even though, we agree that different panels could lead to a MIMO scenario where streams are highly asymmetric, we still do not see the need of introducing separate HARQ processes and codewords for such purpose; introducing different modulation order and have one common code rate is enough. We show later in this contribution one such example where all the gains of MCW were recovered if SCW has multiple modulations. 

 To be more precise and provide a quick example of how per-layer modulation order could be chosen, consider the scenario of a MIMO system transmitting 4 layers, 2 of which have an average spectral efficiency of  and the other two have spectral efficiency . If a MIMO solution with 2 CWs each chosen, then a tuple of (modulation order, code rate) for each CW will be needed, i.e.,  will be mapped to (, ) and  will be mapped to (, ), where  is at least 2,4,6,8 for BPSK, QPSK, 16-QAM, 64-QAM and 256-QAM respectively, and ,  such that approximately  .

Even though one could consider a sophisticated way of mapping these two tuples of MCSs, i.e., (, ) , into one MCS which contains 2 modulation orders and one code rate, i.e., (,C) , one simple solution could be the following



Such a solution guarantees that the spectral efficiency across the CWs remains the same since 

We observe that in the above example of mapping the 2-CW MCSs to one SCW MCS with 2 modulation orders, the two code rates are mapped to a “weighted-average” code rate according to the modulation orders of each layer.

Note that introducing the option of modulation per layer may just require changing the definition of the MCS to include more than one modulation orders, for example 2 modulation orders, assuming that we may bundle together two layers in a 4-layer SCW transmission. Such a definition of the MCS would work nicely also for the rank 2 SCW MIMO that has already been agreed. The layer grouping and/or layer ordering could potentially happen using the CSI acquisition procedures; the UE for example, could feed back to the network as part of the CSI report which layers should be grouped together with the same modulation order, or it may feed back one CQI value for each layer, or an average CQI with a differential indication on which layer is better, and the network will make the decision on the layer grouping and the final choice of MCS.

Note also that there is potentially no need of representing all combinations of modulation orders, but a subset of them which may provide enough coverage of the use cases needed, while keeping low the DCI overhead. 
Overall, in our proposal each codeword has its own HARQ process, consists of one transport block with its own unique ACK/NACK and has one independent MCS level, where an MCS level may contain more than one modulation orders. We are obviously open in investigating other solutions for configuring the per-layer, or per-group-of-layers modulation orders. 
Performance results
sub-6GHz
We now provide simulation results in which we compare the following approaches:	
1) SCW with per-layer modulation order,
2) SCW with the same modulation order across layers,
for the sub-6GHz Phase-1 calibrated channel model according to [2] and simulation parameters agreed for the DMRS evaluations in [3] and the mmWave channel model.
In short, for sub-6GHz, we assume a 16x4, or 8x4 or 4x4 system with (M,N,P,Mg,Ng) = (8 or 4 or 2,4,2,1,1) at the BS and (M,N,P,Mg,Ng) = (1,2,2,1,1) at the UE and present spectral efficiency results for a system with SCS of 30 KHz, Doppler spread of 11.11 Hz, 84 PRBs, and realistic DMRS and SRS channel estimation. The slot contains 12 downlink symbols, 1 guard symbol and 1 uplink SRS symbol. The eNB uses the SRS symbols to derive through reciprocity a channel estimate of the downlink channel and use SVD-based precoding vectors across RB bundles of 4 PRBs. The link adaptation has a target of 10% TBLER, and when modulation-per-layer is assumed, then the same coding rate is chosen for all layers in a CW, but potentially a different modulation order is used.  Figure 1 show the performance results for link and rank adaptation for CDL-B 100nsec when there is realistic SRS channel estimation, which results to imperfect SVD-based beamforming on the downlink. 
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Figure 1. 16 x 4 scenario for CDL-B 100 nsec channel
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Figure 2. 8 x 4 scenario for CDL-B 100 nsec channel
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Figure 3. 4 x 4 scenario for CDL-B 100 nsec channel
We observe that in these MIMO setups most of the gains appear in the areas where the UE is rank 3 and rank 4, with some gains appearing for rank 2 also. Also, at high geometries and near peak throughput, both approaches essentially pick similar modulation orders for all layers so the performance difference is less. Note that in the above cases we have link and rank adaptation. This is why in low geometries where both rank 1 and 2 may be chosen, smaller gain is observed. 
Using the above link curves, we can actually get an estimate on the expected mean system level throughput gain by using the CDF of the geometries of the UEs that have been calibrated in Phase 1 in NR. Using this CDF as a reference (Figure 4), we see that the UEs with geometries more than 15 dB and up to 28 dB (these correspond to the top 20% of the UEs) are expected to experience a significant performance gain in a full buffer scenario. Specifically, by combining the link level results with this CDF, we expect a mean spectral efficiency system gain of the order of 7% for the 8x4 configurations respectively. 
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Figure 4. CDF of geometries for the calibrated Macro Dense urban scenario at 4 GHz
Note that also gains can be seen in MIMO setups with fewer transmit and receive antennas, like the 2x2 MIMO scenarios, as shown in Figure 5. 
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Figure 5. 2 x 2 scenario for CDL-B 100 nsec channel
mmW
In Figure 6 and Figure 7, we present spectral efficiency results obtained from MMW 30GHz frequency, with 120 kHz subcarrier spacing, 64 RBs with 12 subcarriers each, CDL B/C channel with random angular translation and 3kmh UE speed. Both BS and UE use cross-polarized directional antennas, and the antennas of same polarization on one panel is mapped to 1 port, with analog beamforming based on DFT beam towards the strongest cluster at both BS and UE. The slot contains 12 downlink symbols, 1 guard symbol and 1 uplink SRS symbol. The BS uses the SRS symbols to derive through reciprocity a channel estimate of the downlink channel and use SVD-based precoding vectors across RB bundles of 4 PRBs. The link adaptation has a target of 10% BLER for each CW.   
In Figure 6, we assume CDL-C with 300ns delay spread, a 2x2 system with (M,N,P,Mg,Ng) = (4,8,2,1,1) at the BS and (M,N,P,Mg,Ng) = (2,4,2,1,2) at the UE, where the 2 UE panels are of opposite azimuth orientation, which is random across drops, and the panel with higher receive power is selected for each drop to model polarization MIMO, and 2 layer transmission. It can be seen that, in this case, there is about 1.5dB gain of using SCW with per-layer modulation, as compared to SCW with single modulation, even though the two polarizations from the same panel have same average post-beamforming SNR.  
In Figure 7, we assume CDL-B with 100ns delay spread, a 4x4 system with (M,N,P,Mg,Ng) = (4,8,2,1,2) at the BS and (M,N,P,Mg,Ng) = (2,4,2,1,2) at the UE, where the 2 UE panels are of opposite azimuth orientation, which is random across drops, and both panels are used to model spatial MIMO, and 4 layer transmission. It can be seen that, in this case, there is about 7~8dB gain of using SCW with per-layer modulation, as compared to SCW with single modulation, as the two panels may see vastly different post-beamforming SNR, depending the UE orientation.  The gain of MCW (w. 2CW or 4CW) over SCW in this case is very small. 
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        Figure 6 CDL-C 300 nsec, 2x2 Rank 2 at 30GHz				Figure 7 CDL-B 100 nsec, 4x4 Rank 4 at 30GHz
Observation 1: Per-layer modulation in SCW MIMO provides significant gains in a variety of MIMO use cases.

Proposal 1: For the DL/UL data channels, NR supports per-group-of-layers modulation order for each codeword.  
· FFS: Number of groups for rank 2-4
Layer mapping to physical resources 
Discussion 
Following the SCW agreement, and our proposal to confirm the working assumption of SCW MIMO for a rank 4 transmission, more agreements are needed to ensure the most appropriate codeblock mapping into the physical resources. Overall there are three level of diversity gains that can be exploited during the mapping of codeblocks into the physical resources:
Spatial diversity 
In order to ensure that each codeblock gets spatial diversity needed, it should be mapped in such a way that on average it is exposed equally to all the layers of the CW. If that is not the case, and since there is only MCS for all codeblocks of a codeword, the codeblocks that are exposed more into the weaker layer will fail with higher probability, resulting in a codeword failure. 
For this reason, we propose to map the codeblock across all the layers of a resource element carrying this codeblock. Such a solution was chosen also in LTE, and it is a simple and effective way of ensuring that a codeblock is equally exposed to all the layers. To demonstrate this procedure using a toy example, consider the scenario of having 4 toy codeblocks spanning over 8 QAM symbols each, mapped over the four layers of 8 resource elements. Then, the QAM symbols of each codeblock will be sequentially be mapped over the layers of the first and second resource element as shown in Figure 1 . We observe that this procedures ensures that each codeblock is equally exposed to all the layers and achieves maximum spatial diversity. 
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Figure 8 In each OFDM symbol, map across layers first (L0, L1, L2, L3), and across frequency second.

[image: ]
Figure 9. Layer Permutation approach: Delay at the receiver processing due to the fact that the receiver needs to wait for the demapping of all the resource elements before launching the decoding of any of the codeblocks.



Note that spatial diversity may be achieved using a layer permutation approach as the one shown in Figure 2. However, such a proposal would lead to significantly larger latency requirements. To be precise, observe that in order to start decoding the four codeblocks, we need to finish with the demapping process of  all the resource elements, and therefore no pipeline decoding of codeblocks is possible. In other words, the receiver is waiting for the last resource element carrying QAM symbols of all the codeblocks in order to launch the decoding of all of them, which means that it will require of significantly more time in order to finish with the decoding compared to the proposal in Figure 1.  To see this, in the proposal in Figure 1 because the receiver can launch the decoding of the first, second, third and forth codeblock just after demapping the 2nd , 4th, 6th and 8th resource element respectively. Observe that at the end of the 8th when the demapper of all the resource elements have finished, the receiver has already launched with the decoding of the first three codeblocks. What is more, such a proposal could potentially be more SIC-receiver-friendly, however such receivers are not low-latency receivers, and should not in general be preferred for many of the scenarios that NR will be deployed.  
Frequency diversity
In order to ensure that each codeblock gets maximum frequency diversity, a codeblock would need to be mapped over a large portion of the frequency-selective channel. In LTE, this was ensured because each OFDM symbol was carrying only one codeblock, due to the narrowband nature of LTE. 
However, in NR, due to large bandwidth allocations, we may have many codeblocks per OFDM symbol. For example, assuming 4 layers with 64-QAM (24 bits per resource element) and an allocation of 2000 resource elements, would result to approximately 5 codeblocks in each OFDM symbol. In scenarios of maximum allocation and max spectral efficiency, e.g., 4 layers with 256-QAM and 3300 resource elements, there can be 11.5 codeblocks in each OFDM symbol (code rate of 8/9 and a codeblock information bits of 8192). 
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Figure 10. Map across layers first, across frequency second using a row-column interleaver, and then across OFDM symbols (not shown in the above figure).
Note also that such a method still allows pipeline decoding at the receiver since the de-interleaving is happening on the resource-element-level, before the demapper. Then, the LLRs are “in-order” and ready for decoding, without introducing unnecessary delays in the receiver processing. Note that if the frequency interleaving is happening at the transmitter at the bit level, i.e., inter-CB interleaving, then the de-interleaving would need to be in the LLR-level, after the demapper, in which case the codeblock decoding for each OFDM symbol would need to start after all the demapping process for that OFDM symbol has been completed. In other words, bit-level inter-CB interleaving would incur a significant latency cost that does not fundamentally provide any significant gains. Note that an intra-CB interleaving, similar to what was chosen for LTE, can always be used to help the decoding of each CB, this is an independent topic that may be treated in the coding agenda items.  

Observation 1: Tone-level frequency interleaving allows for pipeline codeblock decoding at the receiver.

Note that such an interleaving method is expected to have non-trivial gains when there are more than one or two codeblocks in one OFDM symbol. To validate how likely is such scenario in NR, and whether it is an extreme scenario or not, observe that the maximum value of codeblock size is “near” 8192 bits, so for this discussion, we assume we have 8192 information bits. Consider also a short MCS table that covers both small, medium and large spectral efficiencies with 12 entries shown in the Appendix 6.2. Then, the number of codeblocks that we expect in each OFDM symbol per codeword, assuming same modulation for all layers, is approximately:

where   is the modulation bits for all layers and   is the code rate. We now plot for different number of PRBs and number of layers in the codeword the number of codeblocks that are needed using the short MCS table. 
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Figure 11. Number of codeblocks per OFDM symbol for different MCS and rank

We observe that in many of these combinations, the number of codeblocks per OFDM symbol is exceeding one or two, especially for a medium to large spectral efficiency. 

Time diversity
Exploiting the time diversity gains would require the codeblock’s bits to span across multiple OFDM symbols, and such gains would generally only be evident in scenarios of high mobility. However, such a mapping does not provide a low latency CW to layer mapping, since it asks from the receiver to buffer all the OFDM symbols carrying the bits of one codeblock before starting decoding it, and therefore such a proposal cannot not be considered as a baseline for NR. If needed, additional considerations can be taken into account in later stages of NR to address these scenarios if gains can be reported. 
Proposal 2: For the DL/UL data channels, layer mapping to physical resources is happening across layers first, then across subcarriers, and then across OFDM symbols.
Performance Evaluations
Row-Column per-OFDM symbol interleaver
We now provide a proposal of a row-column interleaver that is happening at the codeword-to-layer mapping in the resource element level and simulation study that demonstrates the gains that can be expected in scenarios of medium and high spectral efficiencies compared to the case of no-frequency interleaving. 

In the suggested row-column interleaving procedure, after the encoded data bits are mapped into QAM symbols, the latter are mapped across layers sequentially into logical resource elements for each OFDM symbol, and then bundles of K resource elements are interleaved using a row-column procedure before the precoding step and mapping into physical resource elements. A toy example of such procedure is shown in Figure 1 where K=4, each codeblock spans 8 resource elements and there are a total number of 3 codeblocks. Note that such procedure is happening only in the logical resource elements that carry data, and that no interleaving is happening in the control or RS that could be present in an OFDM symbol. 
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Figure 2 Toy example of a row-column frequency interleaving procedure


Simulation results with a 8k block-length LDPC
We now provide simulation results comparing the case of:
· no inter-CB interleaver, only intra-CB interleaver (LTE-like procedure)
· 4-tone-level Interleaver, and intra-CB interleaver
For an LDPC encoding procedure with 8192 information bits and 9216 encoded bits (code rate: 8/9) based on the contribution [4]. Simulations assumptions are shown in Table 1.
	Simulation parameter
	Value

	(SCS, FFT)
	(30 KHz, 4096)

	MIMO scheme
	4 Tx – 4 Rx, random PMI, 4 layers, SCW

	Slot structure
	9 PDSCH symbols, 1 DMRS symbols, 2 PDCCH symbols

	Demapper
	Advanced receiver

	Allocations
	45 PRBs, 85 PRBs, 170 PRBs, 275 PRBs

	Channels
	TDL-A 30 nsec, TDL-B 100 nsec, TDL-C 300 nsec

	MCSs
	(64 QAM across all layers, 8/9)
 (256 QAM across all layers, 8/9)



[bookmark: _GoBack]The amount of gains we expect with the tone-based interleaver depends significantly on the number of codeblocks that exist in each OFDM symbol. In one extreme scenario, if there is only one codeblock, then there will not be any gain from a tone-interleaver. However, in many scenarios of medium to high spectral efficiency and medium to large allocations, multi-dB level gains can be exploited because there are multiple codeblocks in each OFDM symbol. In the next table we show, for the two MCSs and different allocations, the number of codeblocks per symbol, along with the dB gains for achieving TBLER=10% by introducing a 4-tone interleaver. 
	
	
	 (64 QAM, 8/9)
	(256 QAM, 8/9)

	Allocation
	# CBs per OFDM symbol
	dB Gain in 10% TBLER in TDLB 100 nsec
	dB Gain in 10% TBLER in TDLC 300 nsec
	# CBs per OFDM symbol
	dB Gain in 10% TBLER in TDLB 100 nsec 

	dB Gain in 10% TBLER in TDLC 300 nsec


	45 PRBs
	1.4
	0.1 dB
	0.1 dB
	1.9
	0.8 dB
	0.7 dB

	85 PRBs
	2.7
	0.7 dB
	0.6 dB
	3.5
	3 dB
	1 dB

	170 PRBs
	5.3
	1.8 dB
	0.8 dB
	7
	>5 dB
	2 dB

	275 PRBs
	8.6
	2 dB
	1 dB
	11.5
	>5 dB
	>3 dB



In the above table, we show the dB gain that can be achieved using a simple row-column 4-tone interleaver during the layer mapping procedure for a 10% TBLER for different number of codeblocks per OFDM symbol for two MCSs and different allocations (Performance curves are shown in the Appendix).  We observe that there are significant gains to be expected by introducing an interleaving procedure during the codeword to layer mapping procedure in scenarios that each OFDM symbol carries are two codeblocks or more. 
Observation 1: Introducing tone-level interleaving during the codeword to layer mapping procedure may provide dB-level gains in scenarios where more than one codeblock are mapped into one OFDM symbol. 
Simulation results with 3GPP Turbo code
We now provide performance results for a sub-6GHz with a SCS of 30 KHz with 170 RBs, each with 12 subcarriers, which results into a bandwidth of 61.2 MHz in a 4x4 system with link and rank adaptation with realistic channel estimation. Detailed simulation parameters are shown in Table 1.
	Parameter
	Value

	Coding
	3GPP Turbo with 32 entries in the MCS table. Maximum code rate 0.93, and 256-QAM

	Link/Rank adaptation
	10% TBLER Link Adaptation with TTI 500 usec and rank adaptation up to 4 layers

	MIMO
	4 Tx, 4 Rx, Open Loop, SCW

	CE
	MMSE Channel estimation – 4 PRB channel estimation

	BW
	61.2 MHz

	SCS
	30 KHz

	HARQ
	1 transmission with 1 bit ACK/NAK


Table 1 Simulation parameters
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Figure 13 Throughput performance comparison of per-tone (K=1) or per-4-tone (K=4) interleaver compared to no frequency interleaver for a system with BW of 61.2 MHz in a TDL-C 100nsec channel.
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Figure 14 Throughput performance comparison of per-tone (K=1) or per-4-tone (K=4) interleaver compared to no frequency interleaver for a system with BW of 61.2 MHz in a TDL-C 300nsec channel.

We observe that in both scenarios significant gains can be exploited by using a frequency-domain interleaver, especially for medium and high geometries. Even higher gains are expected in allocations of larger than 60 MHz, which need to be supported by NR. 

Proposal 3: For the DL/UL data channels, NR supports a K-tone-level interleaver within an OFDM symbol. 
· FFS: value of K.
 Conclusions 
We observe:
Observation 1: Per-layer modulation in SCW MIMO provides significant gains in a variety of MIMO use cases. 

Observation 2: Introducing tone-level interleaving during the codeword to layer mapping procedure may provide dB-level gains in scenarios where more than one codeblock are mapped into one OFDM symbol.

We propose:
Proposal 1: For the DL/UL data channels, NR supports per-group-of-layers modulation order for each codeword.  
· FFS: Number of groups for rank 2-4

Proposal 2: For the DL/UL data channels, layer mapping to physical resources is happening across layers first, then across subcarriers, and then across OFDM symbols.
Proposal 3: For the DL/UL data channels, NR supports a K-tone-level interleaver within an OFDM symbol. 
· FFS: value of K.
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Appendix
Performance curves for 8K LDPC
(256 QAM, 8/9)
275 PRBs (leads to ~11.5 CBs/symbol)
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170 PRBs (leads to ~7 CBs/symbol)
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85 PRBs (leads to ~3.5 CBs/symbol)
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45 PRBs (leads to ~1.9 CBs/symbol)
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(64 QAM, 8/9)
275 PRBs
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170 PRBs
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85 PRBs
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45 PRBs
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Short MCS table for demonstration of number of codeblocks
	QAM of all layers
	Rate

	4
	½

	4
	¾

	16
	½

	16
	2/3

	16
	5/6

	64
	2/3

	64
	¾

	64
	5/6

	64
	7/8

	256
	¾

	256
	5/6

	256
	7/8

	256
	8/9
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