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1. Overview
In RAN1 #88 February 2017 (Athens) meeting, the following matters were agreed upon regarding polar code design for control channel: 
	Considerations on Alt-1 vs Alt-2 code families
· Performance
· Versus block size
· Alt-1 seems to perform slightly better especially at the lower end of the relevant information block size range
· Alt-1 and Alt-2 have similar performance at the higher end of the relevant information block size range
· Note that the majority of control messages are expected to be at the lower end, but the larger control messages will consume more resources per message
· Versus code rate
· The performance of Alt-1 relative to Alt-2 generally improves with increasing code rate
· Note that lower code rates are generally more common for control information
· Ability to improve performance as hardware capabilities improve 
· E.g. increasing list size without adversely impacting FAR
· The proponents of both families indicate that the respective families have the possibility to improve in this way
· Complexity
· This is a secondary consideration
Note that the decision should be taken based on the assumption of independent control signalling messages unless the joint coding of DCI for different UEs is agreed in the control signalling agenda item. 
Conclusion:
· Until RAN1#88bis, work together on a coding scheme that achieves the benefits of both Alts 1&2
· With J’ bits for the purpose of assisting the polar decoding, where  0<=J’<=Jmax , aiming for Jmax , e.g. in the region of 8 (other values are not precluded)
· This does not preclude the use of the J bits for assisting decoding
· Note that any PC-frozen bits would be considered to be among the J’ bits
· The following are examples:
J bits CRC + J’ bits CRC + basic polar;
            	 J bits CRC + J’ bits distributed CRC + basic polar;
           	 J bits CRC + J’ PC bits + basic polar; (i.e. PC-Polar)
           	 J bits CRC + J’ Hash sequence + basic polar;
· (J + J’) bits CRC + basic polar
Agreement for DCI:
· Nmax,DCI Maximum mother code size of polar code, N=2n, is:
· Nmax,DCI =512 for downlink control information
Working assumption for UCI:
· Nmax,UCI =1024
· Optimize code design for K up to 200. 
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates. 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024. 



Puncturing or shortening of codewords might be indispensable to construct short codewords of lengths customized for use in NR control channel. This is because, typical codelengths of polar codes are powers of 2. In puncturing, the decoder does not know the value of the punctured bit, thus assumes to possess no information about them (sets the log-likelihood ratio (LLR) of punctured codebit to 0). But in shortening, the decoder knows the value of the missing bits and has no problem in reconstructing the full codeword. However, shortening in polar codes alters the non-frozen and frozen sets, thereby raising concerns of sending information bits on unreliable bit channels. Hence, it is important to choose the shortening pattern in such a way that least affects the reliability of the non-frozen set. Puncturing and shortening for polar codes have been studied in [1] and [2] respectively. In [3], a mechanism for designing improved shortening method was introduced. The crucial aspect of [3] was that the underlying rationale for coming up with such a shortening scheme was laid out, instead of only simulation-based search for a good pattern. It is helpful to have an analytical rationale behind the design instead of blind search using simulation, because that allows us to think if it is possible to improve it further. In this contribution, further explanation of the method introduced in [3] is provided with example.

2. Shortening in Polar code: Optimizing the frozen set
We wish to draw the reader’s attention to the following two paragraphs (A) and (B) to motivate why it is important to optimize the frozen set in polar codes when applying shortening mechanism. 
(A) Conventional polar code design relies on the fact that indices be divided into two groups: frozen set and non-frozen set, based on reliability. The indices in the frozen set have low reliability while the indices in the non-frozen set have high reliability. Thus, the frozen set in conventional polar codes is optimized according to reliability of indices which is necessary to generate optimal BER performance.
(B) Shortening of a codeword implies setting some bits in the information vector to zero such that some bits in the output codeword become zero. Thus it becomes possible to remove such bits from the output codeword and transmit a short-length codeword. Since the receiver is told in advance about the codebits that have been forced to zero, it has no problem in reconstructing the full-length codeword. But when shortening is applied to polar codes, those input bits that are forcibly set to zero become equivalent to frozen index. Thus frozen set gets altered. This means some good index may get included in frozen set displacing some relatively worse index.  
While it is seemingly difficult to apply shortening in polar codes keeping the original frozen set unaltered (i.e., keeping the frozen set in (B) same as in (A)), it is relatively easier to optimize the frozen set in (B) to make it as close as possible to (A). This is the rationale used in our shortening algorithm. Specifically, we aim to choose a shortening pattern that affects the frozen set to the least extent.
The proposed algorithm is as follows:
1. At each step, all the weight-one columns of the generator matrix are listed up.
2. All the weight-one columns are ranked based on their error probability (or, Z parameter). 
3. The weight-one column with highest value of Z parameter* is included in the shortening set and the row corresponding to the position of 1 in that column is included in frozen set.
4. The column and row index selected in step 3 are replaced by all zero vector. 
Steps 1 to 4 are repeated for M times to obtain a set consisting of M indices to be shortened. Regarding the frozen set, its first part is obtained from step 3 above; the remaining indices of frozen set are chosen based on highest value of Z parameter (as in original polar codes) from the leftover indices. For decoding, the decoder sets the initial LLR values of the shortened positions to infinity. It may be noted that the error correcting performance of polar codes depend on the error probabilities of the indices contained in non-frozen set. Thus by including the relatively worse (unreliable) indices in the frozen set at each step of the shortening algorithm, the proposed method ensures that the best channels are prevented from getting frozen, to the greatest extent possible. This, in turn, is reflected in improved error rate performance of the proposed shortening algorithm.
The exact difference between the conventional shortening algorithm in polar codes and the proposed shortening algorithm# is highlighted in the block diagram in Fig. 1. 
[image: ]
Fig.1 Conventional shortening for polar codes [2] and proposed improvement over the conventional approach. 
The shaded blocks capture the modifications made to the conventional shortening algorithm to generate a relatively better shortening algorithm. We use the term ‘better shortening algorithm’ to denote an algorithm that results in a frozen set that is relatively closer to the conventional frozen set (i.e., a frozen set decided solely based on reliability of indices). 
*It is assumed that a pre-computed set of N indices in ascending or descending order of Z parameter or any other reliability-estimation metric is available. Absolute value of Z-parameter for each index is not needed for the proposed algorithm.
#We consider polar codes without bit-reversal permutation throughout this document as agreed upon in 3GPP NR ad-hoc meeting in January 2017. The algorithm is equally applicable to polar codes constructed using bit-reversal permutation; however we restrict the explanation only for non-bit-reversal case here. 
[bookmark: _GoBack]The proposed algorithm generates a set of indices in the codeword that can be punctured to generate a short-length codeword. The resulting set of indices might change with change in channel SNR.  
3. Example
A simple example for constructing a (11, 8) shortened polar code from a (16, 8) mother polar code is introduced here. Thus a total of 16-11=5 indices need to be punctured. These 5 indices may be generated in 5 iterations as shown in Fig. 2. In Fig. 2, Step 1 refers to listing up of all weight 1 columns and Step 2 refers to the selection of the index with highest Z parameter from the output of Step 1. In this example, we assume that design Eb/N0 is 3dB. The set of all 16 indices are represented as {0,1,…,15}. In first iteration, all the weight-1 columns in the 16x16 generator matrix of the mother code are listed up as {15} in step1 (Note that, at first there is only a single weight 1 column in the generator matrix). Then, it is seen that row index corresponding to the position of 1 in column 15 is also 15; hence index 15 is included in the frozen set and also in the puncturing set. Column 15 is replaced by all-zero column in the generator matrix. In iteration 2, all the weight-1 columns in the updated generator matrix are listed up again as {7,11,13,14}. Then index 7 is selected as it has highest value of Z-parameter among all indices in the set {7,11,13,14}. Index 7 is thus included in both the frozen set and puncturing set; the column 7 is replaced by an all-zero column. Similarly, iteration 3 outputs index 11; iteration 4 outputs index 3 and iteration 5 outputs index 13. Thus altogether, the generated puncturing pattern is represented as {15,7,11,3,13}. The indices {15,7,11,3,13} are included in the frozen set; remaining 8-5=3 indices of frozen set are chosen as {0,1,2} based on Z-parameter as done in conventional polar codes. Thus final frozen set becomes {15,7,11,3,13,0,1,2}. Note that the codebit indices that are punctured in this algorithm might change depending on channel condition. 
 
[image: ]
Fig. 2 Example of the proposed shortening algorithm
4. Simulation results
SC decoding and CRC-aided SCL decoding algorithms have been used over BI-AWGN channel with BPSK modulation in the simulations. For the CRC-aided SCL decoder, list size of 8 and CRC-length of 16 were used.
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Fig. 1. Comparison of Z parameters of the indices in Known Bit Puncturing method and the proposed shortening method for a (1200,600) shortened code constructed from (2048,600) mother code.
Fig. 1 is a comparison of the Z parameters of indices in the conventional shortening method [2] and the proposed algorithm. The part of the plot to the left side of the vertical red line indicates the Z-parameters of the non-frozen set. Thus it is evident that the non-frozen set in the proposed algorithm is better (i.e., contains relatively better indices) than that in the conventional case.
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(a)                                                                             (b)
Fig. 2 Comparison of Frame Error Rate (FER) performance of the exemplary method in [2] and the proposed shortening method. (a) is (600,300) shortened code constructed from (1024,300) mother polar code, (b) is (1200,600) shortened code constructed from (2048,600) mother polar code. 

Fig. 2 shows a comparison of the Frame Error Rate (or, Block Error Rate BLER) of the two algorithms. Note that, the conventional algorithm can result in non-unique puncturing/shortening patterns, but in our simulation we use the pattern illustrated in the example in [2] as conventional method. Improvement in BER can be observed in the proposed algorithm at the evaluated code parameters. 
Observation 1: The non-frozen set generated from the proposed algorithm contains indices with higher reliability than the conventional method.
Observation 2: The proposed method has better BLER than the conventional method when evaluated at the code parameters (a) (600,300) shortened code constructed from (1024,300) mother polar code, (b) is (1200,600) shortened code constructed from (2048,600) mother polar code.
Proposal 1: The frozen set and non-frozen sets resulting from shortening algorithm should be optimized in terms of reliability. 
Proposal 2: A shortening algorithm should be chosen that least affects the reliability of the non-frozen set.  

5. Summary
Shortening algorithm for polar codes to generate short-length polar codes is introduced. The algorithm is motivated to make least alteration to the frozen set. Detailed explanation using example and simulation results is presented. 
Observation 1: The non-frozen set in the proposed algorithm contains indices with higher reliability. .
Observation 2: The proposed method has better BLER than the conventional method when evaluated at the code parameters (a) (600,300) shortened code constructed from (1024,300) mother polar code, (b) is (1200,600) shortened code constructed from (2048,600) mother polar code.
Proposal 1: The frozen set and non-frozen sets resulting from shortening algorithm should be optimized in terms of reliability. 
Proposal 2: A shortening algorithm should be chosen that least affects the reliability of the non-frozen set.  
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