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Introduction
[bookmark: _Ref421460494]At RAN#74 it was agreed that “3GPP’s IMT-2020 self-evaluations towards mMTC requirements will assess NB-IoT and/or LTE eMTC” [1]. It is therefore foreseen that 3GPP will need to start Release 15 studies on the NB-IoT/eMTC fulfillment of the mMTC set of requirements.
Technical Report (TR) 38.913 Study on Scenarios and Requirements for Next Generation Access Technologies [2] identifies four key performance indicators for mMTC, namely:
· Support latency of at least 10 seconds. 
· Support coverage of 164 dB Maximum Coupling Loss (MCL).
· Support UE battery life beyond 10 years.
· Support connection density of 1 000 000 devices per square km.
In this contribution we focus on the connection density key performance indicator captured in chapter 7.17 of TR 38.913:
 “Connection density refers to total number of devices fulfilling a target QoS per unit area (per km2), where the target QoS is to ensure a system packet drop rate less than 1% under given packet arrival rate l and packet size S. Packet drop rate = (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond packet dropping timer.
The target for connection density should be 1 000 000 device/km2 in urban environment.
3GPP should develop standards with means of high connection efficiency (measured as supported number of devices per TRPx per unit frequency resource) to achieve the desired connection density. 
Analytical, link level evaluation and system level evaluation are to be performed for Urban coverage for massive connection (Urban environment).”
More specifically the purpose of this paper is to propose a system level evaluation methodology that can be used in the IMT-2020 mMTC self-evaluation. We also present preliminary results for NB-IoT and eMTC using the suggested evaluation approach. Chapter 2 lists already made agreements and a set of proposals defining the proposed methodology while chapter 3 exemplifies the use of the methodology.
[bookmark: _Ref474694644]Evaluation methodology
Traffic model
To perform the connection density evaluation a traffic model needs to be agreed. During the work on NB-IoT in Release 13 system capacity evaluations were performed based on the methodology described in the study on Cellular system support for ultra-low complexity and low throughput Internet of Things, see TR 45.820 [3]. One important part of the assumptions used in this study was the traffic model which was intended to model future massive MTC traffic patterns. It contained two type of message transfers; Mobile Autonomous Reporting (MAR) and Network Command (NC).
According to this model 80% of the devices are assumed to send a MAR with Pareto distributed application level payload ranging between 20 and 200 bytes. In 50% of the cases the network is assumed to respond to the MAR with an application level acknowledgment that for simplicity is assumed to contain 0 bytes payload.
[image: ]
Figure 1 Pareto distributed payload ranging between 20 and 200 bytes with mean 33.6 bytes [4].
For the remaining 20% of the devices the network is assumed to send a 20 byte command. In 50% of these cases the devices are assumed to respond with an uplink report following the same Pareto distribution as the MAR.
On top of these packet sizes comes overhead from application, security, transport and internet protocols as summarized in the below table.
Table 1 Application, security, transport and internet protocol overheads.
	Protocol layer
	Overhead [bytes]

	COAP
	4

	DTLS
	13

	UDP
	8

	IP
	40

	Total
	65



The MAR and NC arrival intensities were assumed to range between 30 minutes to 24 hours to model different types of devices with different traffic profiles. Table 2 summarizes these assumptions. It can be noted that this implies that a device on average is active once every 2.14 hours.
[bookmark: _Ref474681508]Table 2 Mobile autonomous reporting and network command periodicity and distribution across the device population.
	Report periodicity [hours]
	Device distribution [%]

	24 
	40

	2
	40

	1
	15

	0.5
	5



These models were intended to correspond to a future massive MTC scenario. It is our opinion that the accuracy of these models have not changed since Release 13 and that they may be used also in the mMTC self-evaluations.
Proposal 1: Follow the Release 13 MAR and NC traffic models described in TR 45.820 [3] and summarized herein when evaluating NB-IoT and eMTC in the IMT-2020 self-evaluations.
Channel model
Just as TR 38.913, TR 45.820 required the evaluated technology to support a coverage ranging up to 164 dB. To show that this coverage was supported on system level TR 45.820 contains a channel model that contained a distance dependent path loss component and an outdoor to indoor (O2I) penetration loss component. Table 3 and Table 4 show relevant extracts from TR 45.820 to understand the vital parts of the therein contained channel model . 
[bookmark: _Ref474710558]Table 3 Channel model parameters [3].
	Parameter
	Value

	Path loss model
	L=I + 37.6log10(.R), R in kilometers
I=120.9 for the 900 MHz band

	Shadowing standard deviation
	8 dB

	Correlation distance of Shadowing
	110 m 

	Shadowing correlation
	Between cell sites
	0.5

	
	Between sectors of the same cell site
	1.0 

	Antenna pattern (horizontal)
(For 3-sector cell sites with fixed antenna patterns) 
	See table 5-7, 3GPP TR 45.914, 65° H-plane.

	BS antenna gain
	18 dBi

	MS Antenna gain
	-4 dBi

	BS cable loss
	3 dB

	Outdoor to indoor loss
	Based on distributions derived from adapted COST 231 NLOS model. See Table 4.

	O2I inter-site correlation coefficient
	0.5 



[bookmark: _Ref474687130]Table 4 Outdoor to indoor loss model [3].
	Distribution of external wall penetration loss

	External wall penetration loss
	4-11 dB
	11-19 dB
	19-23 dB

	Percentage of devices uniformly distributed in range
	25%
	50%
	25%

	Assumptions related to additional penetration loss due to p internal walls

	Percentage of devices mapped to case p=3 ( with remaining devices equally distributed among cases p=0,1,2)
	20%

	Assumption for dependency of penetration loss of internal walls of a building. 
	Dependent i.e. one value of Wi is randomly generated and applies to all internal walls.



Figure 2 depicts the channel model including the large scale shadow fading, outdoor to indoor loss as well as antenna gains. 
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[bookmark: _Ref474687716]Figure 2 TR 45.820 channel models.
Just as the traffic model presented in the previous section we are believe that also the in Release 13 agreed channel model can be reused in the mMTC self-evaluations, especially since it was derived to model a system with the same coupling loss requirement as is required for mMTC.  
Proposal 2: Reuse the TR 45.820 [3] channel models described above when evaluating NB-IoT and eMTC in the IMT-2020 self-evaluations.
It should be noticed that the constant I in the path loss model was defined for the 900 MHz band and may be recalculated to capture that it has been agreed to evaluate the system connection density at the 700 MHz band.
Observation 1: The path loss model may be updated to capture that the mMTC evaluations are intended to be performed in the 700 MHz band.
Quality of service requirements
TR 38.913 chapter 7.17 Connection Density states that “Connection density refers to total number of devices fulfilling a target QoS per unit area (per km2), where the target QoS is to ensure a system packet drop rate less than 1% under given packet arrival rate l and packet size S. Packet drop rate = (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond packet dropping timer.” and also contains the following editor’s note “The details of QoS definition is FFS”.
Typically packet drop rate is modelled on link level, while on system level it is more appropriate to consider outage in terms of percentage non-served users. However, considering that it is expected that mMTC corresponds to small and infrequent data delivery it is our understanding that the packet drop rate requirement actually corresponds to an outage requirement of 1%. This implies that the connection density is to be evaluated at the point where 99% of all users are served by the investigated system.
Proposal 3: The TR 38.913 Connection density Packet drop rate requirement is interpreted as an outage requirement of 1%, implying that the connection density should be provided at the point where 99% of all users are served by the system. 
The meaning of a packet dropping timer depends on at what level in the protocol stack the timer is considered. We propose it to be defined as a timer started at the point where the higher layers in the device or the eNB triggers a connection attempt, and at expiration the user is considered as dropped. 
Proposal 4: A packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.
The actual timer value is dependent on many factor such as agreed path loss and distribution of packet sizes. Massive MTC is also considered to be delay insensitive. With this in mind we believe it is sufficient to declare the used packet drop timer when along with service latency statistics when presenting the connection density. 
Proposal 5: The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.
Common assumptions 
Finally a set of common physical layer related parameters needs to be agreed to enable proper evaluations. Table 5 lists a few of the more relevant parameters along with the values used for the system capacity evaluations during Release 13 e.g. in TR 45.820 [3] as well as some assumptions found in TR 38.913 [2] for NR. It’s important that a common agreement on these parameters is reached before the self-evaluations start.
[bookmark: _Ref471304401]Table 5 Physical layer assumptions.
	Parameter
	Release 13
	TR 38.913, chapter 6.1.7, 7.10, 7.11, 7.17

	Carrier Frequency
	900 MHz
	700MHz, 2100 MHz as an option

	Network deployment including ISD
	Macro only, ISD = 1732m
	Macro only, ISD = 1732m, 500m

	Device deployment
	Indoor
	Indoor, and outdoor in-car devices

	Mobility
	0 km/h
	20% of users are outdoor in cars (100km/h) or 20% of users are outdoors (3km/h)
80% of users are indoor (3km/h)
Users dropped uniformly in entire cell

	BS antenna elements
	2 RX, 1/2 TX
	2 and 4 Rx ports (8 Rx ports as optional)

	UE antenna elements
	1 RX, 1 TX
	1Tx

	Propagation condition
	Typical Urban (TU)
	-

	Fading 
	Rayleigh, 1 Hz
	-

	Mobile NF
	5 dB
	9 dB

	Base station NF
	3 dB
	5 dB

	Device power class
	Declared
	23 dBm

	Base station power class
	43, 46 dBm
	46 dBm



Proposal 6: A common agreement on the parameters listed in Table 5 is needed. The actual values used in the self-evaluations can be selected among the data found in TR 45.820 and TR 38.913.

Example: NB-IoT & eMTC
0. Evaluation assumptions
Table 6 lists the assumptions used for initial evaluations of NB-IoT and eMTC connection density following the proposals described in the previous chapter. In addition to the here listed parameters the proposals made in chapter 2 were followed.
In this initial simulation it can be noted that the packet dropping timer was set to equal the simulation time, not to limit the connection density. 
For eMTC the capacity was evaluated when the narrowband is configured outside of the 6 centre PRBs in the LTE carrier. For NB-IoT the capacity was assessed both for the anchor carrier and for non-anchor carriers.
[bookmark: _Ref474693967]Table 6 Assumptions used to evaluate NB-IoT and eMTC connection density.
	Protocol layer parameters

	Higher layer procedure
	RRC Resume

	RLC mode
	Acknowledged

	Packet dropping timer
	120 s

	Physical layer parameters

	Propagation condition
	Typical Urban (TU) [3]

	Fading 
	Rayleigh, 1 Hz [3]

	Mobile NF
	5 dB [3]

	Base station NF
	3 dB [3]

	Device power class
	23 dBm

	Base station power class
	46 dBm [3]

	Power boosting
	6 dB for NB-IoT anchor, else 0 dB

	Device antenna configuration
	1 RX, 1 TX

	Base station antenna configuration
	2 RX, 2 TX

	Mode of operation
	Inband

	LTE system bandwidth
	10 MHz

	Frame structure
	FDD

	System parameters

	Cell grid
	Hexagonal macro grid

	ISD
	1732 m

	System size
	21 cells

	Simulation time
	120 s



0. Modelling of procedures and channels
Table 7 provides an overview of the level of modelling implemented in the system simulator evaluating the connection density target. It should be noted that modelling of synchronization and broadcast channel performance is not considered to be needed in a system capacity simulation. For the (N)PRACH error free performance was assumed for each repetition level in case no collision was detected. In case of collision both colliding users are assumed to fail accessing. For the NPDCCH/MPDCCH, (N)PDSCH, (N)PUSCH no channel estimation errors were assumed in the link to system mapping.
[bookmark: _Ref474696327]Table 7 Overview of channel and procedures modelled in the system evaluations.
	Channel/Procedure
	eMTC
	NB-IoT

	Synchronization
	Not modelled
	Not modelled, but 15% overhead from NPSS/NSSS taken into account on anchor.

	System information acquisition
	Not modelled
	Not modelled, but 10% overhead from NPBCH taken into account on anchor.

	Paging
	Not modelled
	Not modelled

	Random access
	Rel-13 compliant model. Configured with 4 CE levels. Collisions modelled.
	Rel-13 compliant model. Configured with 3 CE levels. Collisions modelled.

	PDCCH
	Rel-13 compliant model.
	Rel-13 compliant model

	PDSCH
	Rel-13 compliant model
	Rel-13 compliant model

	PUSCH
	Rel-13 compliant model
	Rel-13 compliant model

	HARQ feedback
	Error free PUCCH feedback
	Error free NPUSCH F2 feedback


0. Performance
Connection density
The connection density achieved for an eMTC narrowband, i.e. 6 PRB, and for a NB-IoT PRB at the 1% service outage is presented in Table 8. 
[bookmark: _Ref474705111]Table 8 Connection density.
	Case
	eMTC narrowband
	NB-IoT anchor
	NB-IoT non-anchor

	Connection density @ 1% outage
	361 000 devices/km2
	67 000 devices/km2
	110 000 devices/km2



In case of eMTC three narrowbands, or totally 18 PRBs are needed to support the targeted mMTC connection density of 1000 000 devices/km2. The assumption is here that all three narrowbands are located outside of the centre six PRBs in the LTE carrier. In case the centre six narrowbands would be configured then overhead from synchronization and system information blocks needs to be accounted for. 
Figure 3 depicts the average uplink and downlink resource utilization for up to 50 access attempts per second, which corresponds to a load of  448 000 devices/km2. Above the load of 361 00 devices/km2, or 40.3 access attempts/s the outage goes beyond 1%.  It can be seen that the load is balanced across the two link directions, and that the average resource utilization does not exceed ~35% of the available resources at the point of the capacity evaluation. There are however cells in the simulation where resource consumption goes up to 80% at this access load, due to higher number of devices in extreme coverage conditions. These cells are limiting the overall capacity due to the 1% outage condition, and is the reason why on average less than half of the available resources are utilized.
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[bookmark: _Ref474707344]Figure 3 eMTC average resource utilization.
For NB-IoT Table 8 leads to the conclusion that one anchor carrier and 9 non-anchors are required to support the connection density target of 1000 000 devices/km2. The system has due to its flexible uplink scheduling an advantage over eMTC in terms of capacity for the studied system with its extreme coverage requirements. This is also seen from the average resource utilization depicted below for the anchor. While the downlink reaches around ~30% utilization the uplink is only on average using ~20% of the available resources at the point of 7.5 access attempts/s where 67 000 users are served by the system. As for eMTC the explanation that 1% outage is reached already at this low average utilization is that in some cells loads as high as 80% are seen, which undermines the overall average system capacity.
If also modelling of the system information blocks and paging had been applied the anchor carrier would likely reduce the NB-IoT capacity somewhat. But this does not change the overall conclusion that NB-IoT is capable of providing the required connection density for the herein made assumptions.

[image: ]
Figure 4 NB-IoT anchor average resource utilization.
Service latency
Table 9 and Figure 5 presents the service latency for eMTC and NB-IoT at the loads presented in Table 8. The latency includes the time to access the system and deliver the data packet to the receiver, but it excludes the time needed to synchronize to the system and acquire the system information as a result of synchronization and broadcast control channels not being modelled. 
It is seen that eMTC offers a superior end user experience for at least 9 out of 10 devices. The NB-IoT anchor carrier displays better performance than eMTC for the last 10% in the depicted CDF. This is a result of a uplink scheduling flexibility NB-IoT possesses that becomes beneficial at very high system load. The NB-IoT non-anchor performance is inferior to both eMTC and the NB-IoT anchor. This is no surprise considering the very high load at which the non-anchor is evaluated at.
The results also indicate that a packet dropping timer lower than 45 s would impact the achieved system capacity, as it would increase the number of devices considered to be out of service. But is should be noted that the depicted CDFs are very flat beyond 15 s. Given that up to 200 bytes are transmitted in the MAR model, a timer value in this range of 45 s is also not unrealistic in a fully loaded system.
[bookmark: _Ref474784560]Table 9 Service latency at extreme load.
	Service latency
	eMTC narrowband
	NB-IoT anchor
	NB-IoT non-anchor

	At the 50th percentile
	0.17 s
	0.49 s
	0.62 s

	At the 90th percentile
	1.2 s
	1.4 s
	2.5 s

	At the 99th percentile
	45 s
	39 s
	35 s



[image: ]
[bookmark: _Ref474788149]Figure 5 Service latency at the extreme system load for eMTC and NB-IoT.
[bookmark: _GoBack]The above results are representative at extreme cell loads, that may not be that likely to experience in practice. Below is therefore presented the latency recorded at a more moderate, but still high, load of 90 000 devices/km2 for eMTC and 18 000 devices/km2 for NB-IoT. Again eMTC is outperforming NB-IoT and delivers a latency below 1 s for 99% of the devices. For NB-IoT the anchor and non-anchor are now delivering similar latencies as a result of being evaluated at the same load.
Table 9 Service latency at high load.
	Service latency
	eMTC narrowband
	NB-IoT anchor
	NB-IoT non-anchor

	At the 50th percentile
	0.15 s
	0.31 s
	0.31 s

	At the 90th percentile
	0.23 s
	0.62 s
	0.62 s

	At the 99th percentile
	0.85 s
	1.9 s
	4.5 s
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[bookmark: _Ref474708255]Figure 5 Service latency at a high system load for eMTC and NB-IoT
Conclusions
In this paper we have presented a common framework for evaluating the agreed mMTC KPI on connection density during the IMT 2020 mMTC self-evaluations, and made the following observations and proposals:
Proposal 1: Follow the Release 13 MAR and NC traffic models described in TR 45.820 [3] and summarized herein when evaluating NB-IoT and eMTC in the IMT-2020 self-evaluations.
Proposal 2: Reuse  the TR 45.820 [3] channel models described above when evaluating NB-IoT and eMTC in the IMT-2020 self-evaluations.
Proposal 3: The TR 38.913 Connection density Packet drop rate requirement is interpreted as an outage requirement of 1%, implying that the connection density should be provided at the point where 99% of all users are served by the system. 
Proposal 4: The packet dropping timer should be started when upper layers triggers an attempt to access the system for the purpose of initiating a data transfer. The timer is terminated when the data has been delivered by the receiver.
Proposal 5: The packet drop timer is to be declared and service latency performance is to be presented when presenting the achieved connection density.
Proposal 6: A common agreement on the parameters listed in Table 5 is needed. The actual values can be selected among the data found in TR 45.820 and TR 38.913.
Observation1: The path loss model may be updated to capture that the mMTC evaluations are intended to be performed in the 700 MHz band.
To exemplify the proposed method we also evaluated NB-IoT and eMTC system capacity using the RRC Resume procedure for the inband mode. For simplicity the evaluations was based on parameters agreed in Release 13. It was shown that for these assumptions both eMTC and NB-IoT has the potential to meet the capacity requirement of serving 1000 000 users/km2. 
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