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1 	Introduction
In RAN1 #NR Ad-Hoc meeting, following agreement was made to provide further evaluations of control channel coding proposals. 
Agreement:
· To compare CRC-related aspects of polar code design,
· The same FAR performance (the same as LTE) should be considered for a fair comparison
· List size Lmax 8 is the baseline (evaluations of other values are not precluded)
· Performance metrics (may be based on analytic derivation)
· BLER
· FAR (with AWGN as input to the decoder)
· Polar codes for control channels support one of the following alternatives:
· Alt. 1: CRC + “basic polar” (i.e. as per above agreed description) codes
· 1a: Longer CRC
· e.g.	(J + J’) bits CRC + basic polar
· 1b: J bit CRC
· The J bits can be distributed
· The CRC can be used for both error detection and error correction
· Alt. 2: J bits CRC + concatenated polar codes 
· e.g.	 J bits CRC + J’ bits CRC + basic polar;
            	 J bits CRC + J’ bits distributed CRC + basic polar;
           	 J bits CRC + PC bits + basic polar; (i.e. PC-Polar)
           	 J bits CRC + Hash sequence + basic polar;
	…
· J bits CRC is only used for error detection

[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]A detailed performance comparison was given in [1], where we observe that CRC concatenated polar codes (CRC-Polar) outperform PC-Polar codes for all payload sizes and code rates of the control channel. In this contribution, further details are discussed on CRC distribution and related implementation aspects.

2 	Discussion
As discussed in [2], the distributed CRC bits may be used for tree pruning which can improve the decoding performance, i.e. decreasing the BLER. In [1], it was discussed that there are two more benefits can be achieved by CRC distribution, saving the decoding calculations by early termination and reducing FAR. In this section, it is discussed how the two additional benefits are achieved. 
2.1 Early termination
Suppose we have the corresponding generator matrix of CRC, G. It consists of two parts, identity matrix on the left and check part on the right, where gi,j is 0 or 1.  
G=

Let’s focus on check part of the G, denoted as  By row and column swapping, an upper triangle like matrix can be obtained from matrix , denoted by . In , d(i) is the number non-zero elements in column i. It is noted that it is possible to have similar upper triangle like matrix by only row swapping, but with column swapping, the columns in the front have fewer non-zero elements. Since only swapping is used, so the error detection property is not changed theoretically. And it does not change the BLER.

=



From the above matrix, G, , one can see a specific CRC bit is only related to a subset of the information bits. Thanks to the successive decoding of Polar code, if all the related information bits are decoded at some decoding stage, the error check of the CRC bit is possible. For the typical SCL based decoding, whatever CA-SCL or PC-Polar, at each decoding stage, there are at most L branches kept. So if all these L branches fail for the CRC check of the available CRC bits, there must be some errors in the codeword, either in information bits or in the CRC bits, and which will never be corrected during followed decoding even if not terminated. Hence, the decoding should terminate. This may reduce the decoding power and reduce the decoding calculations. It is very useful in downlink blind decoding. 

A detailed example for 11 information bits with 8 CRC bits is given. The corresponding generator matrix is give below and the right part marked blue is the CRC bit part, i.e. :
G = 

We take out the CRC part of G to obtain . Then, for easier observation each row is multiplied by its row index, so that we can know immediately which information bits a CRC bit is calculated from. And then we do row and column swapping, the upper triangle like matrix can be obtained, i.e. . For example, the first CRC bit is calculated from information bits with index [11 10 9 5]. Then the CRC bit will be available for CRC checking when these corresponding information bits are decoded as well as the CRC bit itself. 
The CRC bit can be transmitted just after its corresponding information bits. In fact, the transmission order of a specific CRC bit and its corresponding information bits is not restricted. For example, the CRC bit can be transmitted just before, just after or anywhere inside the corresponding information bits. 



Numeric simulations are done to evaluate the blind decoding to be saved by the CRC distribution. There are two code block sizes evaluated, (256,128) with 112 information bits and 16 CRC bits, (128, 64) with 48 information bits and 16 CRC bits. It can be seen from Figure 1 and Figure 2, that about 20% of all the error blocks can benefit from the CRC distribution scheme to terminate the decoding early. And among the early terminated code blocks, about 50% decoding calculations can be saved. 


Figure 1. Percentage of early termination occurred in all the finally erroneous blocks

The average saved decodings are calculated by the average number of non-frozen bits decoded before early termination in SCL decoder, divided by the total number of non-frozen bits, for those transmissions where the early termination happens.

Figure 2. Decodings to be saved by early termination

If the information block is segmented with separate CRC bits, more occurrences of early termination would be observed, because the corresponding information bits of a CRC bits are fewer so the CRC bit could be available early. Though, the error detection capability of separated CRC may be weaker compared to the integrated CRC. 

Observation 1: CRC distribution can be used for early termination which is beneficial for reducing the decoding latency and power, especially in case of blind decoding.

Proposal 1: Adopt the CRC distribution for eMBB control channel.



2.2 FAR reduction
The FAR is determined by the error detection capability of each CRC bit. And the total number of errors that can be detected depends on the Hamming distance. If there are more bit errors exceeding the detection threshold, FAR may happen. If the errors frequently occur at a specific or limited number of CRC bits, FAR would be more likely to occur than distributing across all the information bits. This may also be understood that the Hamming distance changes for the distorted space. Because the polarization is not ideal for small blocks, the reliability of each sub-channel is different, making the error rate of each information bit and also the CRC bit different. So some information bits are more likely to be incorrect. Unbalanced error distribution may undermine the CRC effectiveness and hence degrade FAR performance. Fortunately, this may be improved by bit permutation/distribution, for CRC and/or information, which can be considered as a general form based on the CRC distribution. 

For different permutations of the information bits and CRC bits, or mapping between information/CRC bits to the Polar code sub-channels, there could be different FARs. Thought the BLER does not change, FAR may also be reduced for the appropriate permutation. On example is given below for better understanding this. Polar code (32, 24) is studied with 16 information bits and 8 CRC bits. The CRC bits are placed after the information bits as conventional operation. Each bit is given an index in natural order, making a transmission sequence. The mapping is simply a rotation offset of this sequence. It can be seen from Figure 3 that the FAR of different offset diverse much, several or even ten times in some cases. This shows on the other hand bit permutation/distribution is needed.

[image: ]
Figure 3. Example of FAR of different offsets

The detailed bit permutation scheme could be further studied. Here are some examples.
· Deterministic method, where the optimal permutation is derived by Polar code transfer probability and CRC error detection theory. The code construction may also need to be considered.
· Ergodic method, i.e. test all the possible permutations, e.g. by simulation, and select the permutation with minimum FAR. In the implementation, the detailed permutation is defined by a table.
· Reliability based method, where the bit permutation could be based on the sub-channel reliabilities and CRC bit false alarm rate which may be derived from the CRC generator matrix or the corresponding information bit error rate. 
· Sequence with a rotation offset based method, where the permutation is done based on a predefined sequence with a rotation offset, where the proper offset value is selected for different code rates and block sizes based on the defined sequence. Figure 3 is based on this method where the natural order sequence is used and hence it does not require any additional memory to store the sequence. An example of the mentioned sequence is natural order sequence. Suppose there are five bits to be mapped to the sub-channel, the sequence is defined as [1 2 3 4 5]. If the offset is 2, the permutation is [3 4 5 1 2]. And it is also possible to define multiple sequences with different properties to give better performance.

It might also be possible to have the permutation of only part of the bits to be transmitted, e.g. only have permutation of the CRC bits, to reduce the complexity to the minimum. 

As for implementation, the ergodic method is definitely quite complex but may give the optimal performance. The reliability based method may also give desirable performance but the sub-channel reliabilities are quite hard to predict. The sequence and rotation offset based method with the natural order sequence might be simplest method, which does not need to store the sequence and only the offset needs to be defined. Next, he bit permutation can work with the CRC distribution in section 2.1 as the discussed before that the CRC bit can be transmitted anywhere as long as with its corresponding information bits. Additionally, the bit permutation scheme can work with both alternatives agreed in last meeting because it does not change the CRC or Polar code structure, so with minimal complexity. 

More simulation results can be found in Annex I on the sequence and offset based scheme. Here is the summary of the simulations. One can see from the summary table that the sequence with rotation offset method can effectively reduce the FAR, and in some cases, the FAR can be reduced by more than 50%.

Table -1. FAR comparison of different bit permutation methods
	Polar Code
	Without bit permutation
	Predefined sequence with a rotation offset method
	Ergodic method

	(32, 24)
	0.0052
	0.0024
	0.0017

	(64, 32)
	0.0046
	0.0027
	0.0014

	(64, 40)
	0.0061
	0.0042
	0.0033

	(128, 72)
	0.0051
	0.0028
	0.0021



Observation 2: Bit permutation is very useful to reduce the FAR without satisfying the BLER performance. Some implantation schemes have minimal complexity. 

Proposal 2: Bit permutation is adopted to reduce FAR.


4	Conclusion
In this contribution, addition details of CRC distribution as well as more generalized bit permutation are discussed. It is observed that with appropriate bit permutation, the FAR can be reduced and the number of decodings can also be saved. In addition, it is very flexible and able to work with different decoding algorithms. The observations and proposals are listed below:

Observation 1: CRC distribution can be used for early termination which is beneficial for reducing the decoding latency and power, especially in case of blind decoding.

Observation 2: Bit permutation is very useful to reduce the FAR without satisfying the BLER performance. Some implantation schemes have minimal complexity. 

Proposal 1: Adopt the CRC distribution for eMBB control channel.

Proposal 2: Bit permutation is adopted to reduce FAR.
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Annex I
Additional simulation results based on the sequence based scheme. The simulation comprises the following steps:
Step 1: Simulate millions of Polar encoding and decoding samples with CRC-aided list decoding algorithm at approximate 1% BLER and record all the error patterns. Error pattern is a record of correctness of each bit of the codeword. This records the exact nature of Polar code.
Step 2: Randomly generate information bits and encode it with CRC, and apply the bit permutation scheme with a specific sequence and offset value. 
Step 3:	 Apply one error pattern to the rotated bits. 
Step 4: CRC decoding. 
Step 5: Check if there is FAR. If there is, count it.
Step 6: Apply the next error pattern and repeat.

Different types of sequences are studied in the simulation. The figure 4 is based on a reversed natural order, the figure 5 with sequence defined in bit reversed natural order, figure 6 is based on reversed natural order, and figure 7 is based on the natural order. The preferred offset values used by each code are indicated by the pink circle in these figures.
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Figure 4. Example of FAR of different offsets
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Figure 5. Example of FAR of different offsets
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Figure 6. Example of FAR of different offsets


[image: ]
Figure 7. Example of FAR of different offsets



Percentage of early termination occurences
Polar code (256,128)	-1	0	1	2	21.55	20.309999999999999	20.51	20.29	Polar code (128, 64)	21.91	22.48	18.71	18.75	Es/No
%
Average decodings saved by early termination
Polar code (256,128)	-1	0	1	2	37.5234375	38.453125	37.3203125	43.359375	Polar code (128, 64)	49.65625	48.453125	48.828125	49.734375	Es/No
%
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