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Introduction
In the RAN1 NR Ad-Hoc meeting (Jan 2017, Spokane), the template for system evaluation results for flexible duplexing were agreed and summarized in [1]. This contribution presents performance evaluation results using the agreed template for different dynamic TDD interference coordination schemes.
The contribution evaluates the performance of dynamic TDD schemes for the dense urban scenario with two layers – macro and micro – in a co-channel deployment at 4 GHz carrier frequency. 
Simulation Assumptions

[bookmark: _Ref471645873]Table 1: System Simulation Assumptions


The simulation setup is according to the assumptions agreed in [1] as shown in Table 1 with the modifications shown in bold. 
Performance Evaluation
Interference coordination schemes considered
The following schemes are compared: 
· “Static”: A static uplink-downlink configuration – the ratio of the number of uplink to downlink slots is chosen by sweeping over several choices and selecting the one where the ratio of user perceived throughput for downlink and uplink is closest to the ratio of the offered traffic load for downlink and uplink. For the offered load ratio of 2:1, the best DU slot ratio was found to be 65% DL, 35% UL. For the offered load ratio of 4:1, the best DU slot ratio was found to be 3:1 (i.e., 75% DL, 25% UL).
· “Greedy”: A greedy scheme where each gNB dynamically selects downlink or uplink based on queue size information (select a direction if the queues are longer for that direction)
· “Interference-aware”: Dynamic switching with transmission power adjustment based on knowledge of the interference profile
The third scheme assumes that each gNB collects knowledge about the interference profile to and from other gNBs as well as the interference profile between its served UEs and UEs served by other gNBs. Based on this knowledge, the scheme adjusts the transmission power of a node that has switched to a direction opposite of the default slot direction so that the interference power received by other receivers who are aligned with the default direction is within tolerable levels. Note that the default direction used by the interference-aware scheme is the same as the one selected for the static scheme.
For the greedy and interference-aware schemes, the impact of cancelation of gNB-to-gNB interference is also considered. With respect to interference cancelation modelling, it is assumed that the two strongest jamming gNBs can be cancelled with 20 dB efficiency, i.e. 99% signals from the gNB can be cancelled.
Results
[bookmark: _Ref474492064]Table 2: Dynamic TDD performance results for dense urban scenario, offered traffic DL:UL = 2:1
	Ratio of DL/UL traffic
	Feature
	DL UPT (Mbps)
	UL UPT (Mbps)

	
	
	5%-tile
	50%-tile
	95%-tile
	Mean
	Served / Offered (%)
	RU (%)
	5%-tile
	50%-tile
	95%-tile
	Mean
	Served / Offered (%)
	RU (%)

	2:1
Light Load
	Static
	38.11
	46.84
	51.43
	46.13
	99.96
	4.30
	5.05
	20.83
	27.50
	19.04
	99.81
	3.94

	
	Greedy
	59.22
	72.54
	80.00
	71.47
	99.97
	4.11
	10.85
	47.80
	74.34
	45.58
	99.95
	5.47

	
	IA
	63.70
	74.93
	80.00
	73.87
	99.98
	4.12
	10.84
	47.11
	72.72
	45.00
	99.95
	5.42

	
	Greedy + IC
	60.15
	73.01
	80.00
	71.92
	99.98
	4.11
	12.09
	51.88
	77.45
	49.08
	99.97
	4.77

	
	IA + IC
	55.66
	73.59
	80.00
	71.66
	99.98
	4.26
	12.46
	52.42
	76.80
	49.22
	99.97
	4.59

	2:1
Low Load
	Static
	23.34
	37.25
	49.26
	37.08
	99.83
	10.88
	1.59
	13.15
	25.78
	13.36
	98.75
	11.93

	
	Greedy
	8.03
	42.24
	68.48
	40.80
	98.85
	9.20
	1.04
	12.90
	43.70
	16.45
	98.12
	39.32

	
	IA
	26.50
	52.24
	72.95
	51.21
	99.94
	10.35
	2.40
	17.10
	44.91
	19.52
	99.09
	27.31

	
	Greedy + IC
	19.93
	50.16
	71.73
	48.73
	99.67
	9.22
	2.32
	19.97
	53.57
	22.64
	99.22
	28.09

	
	IA + IC
	34.89
	58.41
	75.03
	57.18
	99.95
	9.65
	3.30
	21.89
	54.26
	24.43
	99.46
	22.27

	2:1
Medium Load
	Static
	5.80
	18.79
	43.47
	21.01
	99.62
	27.26
	0.22
	3.48
	18.53
	5.53
	85.84
	26.66

	
	Greedy
	0.37
	2.48
	23.24
	6.13
	79.18
	12.68
	0.12
	1.22
	12.21
	2.92
	64.96
	81.27

	
	IA
	5.88
	18.96
	44.29
	21.21
	99.63
	29.20
	0.21
	3.28
	17.96
	5.28
	85.47
	27.05

	
	Greedy + IC
	0.43
	3.43
	32.74
	8.12
	83.61
	13.58
	0.15
	1.87
	18.83
	4.37
	74.40
	77.53

	
	IA + IC
	5.90
	19.07
	44.18
	21.23
	99.64
	29.29
	0.22
	3.45
	18.69
	5.51
	85.94
	26.66

	2:1
High Load
	Static
	0.52
	3.52
	36.88
	9.26
	88.22
	47.60
	0.18
	1.51
	12.14
	3.13
	68.08
	31.02

	
	Greedy
	0.33
	1.57
	14.83
	3.81
	70.54
	16.45
	0.14
	0.66
	6.08
	1.60
	35.98
	81.12

	
	IA
	0.52
	3.56
	36.89
	9.31
	88.22
	48.98
	0.18
	1.42
	11.68
	3.01
	67.89
	31.13

	
	Greedy + IC
	0.38
	1.84
	17.42
	4.52
	73.02
	17.30
	0.13
	0.90
	8.54
	2.19
	46.51
	79.22

	
	IA + IC
	0.52
	3.56
	36.88
	9.33
	88.21
	49.02
	0.17
	1.48
	11.99
	3.08
	68.00
	31.02
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	Ratio of DL/UL traffic
	Feature
	DL UPT (Mbps)
	UL UPT (Mbps)

	
	
	5%-tile
	50%-tile
	95%-tile
	Mean
	Served / Offered (%)
	RU (%)
	5%-tile
	50%-tile
	95%-tile
	Mean
	Served / Offered (%)
	RU (%)

	4:1
Light Load
	Static
	47.04
	55.00
	59.06
	54.28
	99.99
	4.25
	4.62
	16.28
	19.65
	14.67
	99.92
	1.71

	
	Greedy
	65.37
	74.17
	79.46
	73.44
	99.99
	4.14
	12.82
	51.59
	76.64
	48.72
	99.95
	2.44

	
	IA
	67.25
	75.21
	79.61
	74.56
	99.99
	4.14
	12.77
	51.31
	76.31
	48.42
	99.95
	2.42

	
	Greedy + IC
	65.99
	74.35
	79.55
	73.65
	99.99
	4.14
	14.36
	55.95
	78.73
	51.95
	99.95
	2.14

	
	IA + IC
	67.40
	75.37
	79.65
	74.66
	99.99
	4.14
	14.17
	55.41
	78.49
	51.63
	99.95
	2.13

	4:1
Low Load
	Static
	32.85
	46.21
	57.06
	45.84
	99.97
	10.11
	2.73
	12.64
	19.06
	11.92
	99.53
	4.64

	
	Greedy
	43.11
	59.57
	73.99
	59.14
	99.94
	9.20
	3.97
	24.67
	54.15
	26.16
	99.84
	12.88

	
	IA
	41.77
	60.46
	75.34
	59.57
	99.97
	9.96
	4.27
	25.53
	53.27
	26.68
	99.86
	11.33

	
	Greedy + IC
	45.80
	61.29
	74.57
	60.79
	99.94
	9.19
	4.83
	29.60
	61.00
	30.60
	99.88
	10.52

	
	IA + IC
	48.52
	64.66
	76.59
	63.70
	99.97
	9.38
	5.11
	29.51
	59.80
	30.72
	99.88
	9.77

	4:1
Medium Load
	Static
	15.29
	31.52
	53.05
	32.76
	99.92
	21.72
	0.96
	8.03
	17.62
	8.60
	98.34
	9.92

	
	Greedy
	0.99
	6.67
	40.17
	11.91
	92.84
	15.76
	0.09
	1.53
	16.62
	3.89
	81.54
	69.25

	
	IA
	15.44
	31.59
	53.09
	32.87
	99.92
	25.53
	0.90
	7.87
	17.53
	8.47
	98.26
	10.10

	
	Greedy + IC
	1.72
	13.41
	49.20
	18.61
	95.71
	16.41
	0.17
	3.10
	25.78
	6.61
	89.50
	59.28

	
	IA + IC
	13.59
	36.24
	65.30
	37.45
	99.89
	20.87
	0.90
	9.47
	30.80
	11.45
	98.64
	31.30

	4:1
High Load
	Static
	0.94
	7.85
	44.84
	13.78
	96.62
	48.58
	0.16
	2.77
	13.64
	4.25
	90.08
	18.23

	
	Greedy
	0.56
	2.55
	11.08
	3.77
	86.89
	23.57
	0.06
	0.33
	3.53
	0.96
	39.58
	73.68

	
	IA
	0.93
	7.90
	44.83
	13.81
	96.64
	51.42
	0.15
	2.69
	13.57
	4.17
	89.79
	18.28

	
	Greedy + IC
	0.65
	2.96
	15.34
	4.87
	88.36
	24.48
	0.07
	0.55
	6.33
	1.61
	53.86
	71.04

	
	IA + IC
	0.95
	7.97
	45.13
	13.91
	96.69
	51.34
	0.16
	2.70
	13.67
	4.20
	89.87
	18.20




Table 2 and Table 3 show the 5th, 50th and 95th percentile as well as the mean of the user perceived throughput of the different schemes in the uplink and downlink directions, for the offered traffic ratio of DL:UL=2:1 and DL:UL=4:1 respectively. The resource utilization for downlink and uplink are also shown. 
The results shown correspond to a downlink packet arrival rate of {Light = 0.25, Low = 0.5, Medium = 0.75, High = 1} packets per second at each UE. The uplink packet arrival rate is then derived based on the DL: UL ratio of 2:1 or 4:1. The packet size is set to 0.1 MB.
Focusing on the DL:UL = 4:1 case (Table 3), at light and low load, the greedy scheme and the interference-aware scheme achieve similar performance that is significantly better than the static scheme. For example, at low load, the greedy+IC scheme is 35% better in downlink and 244% better in uplink than the static scheme. The interference-aware+IC scheme is 37% better in downlink and 193% better in uplink than the static scheme.
However, at higher loads, the performance is quite different. The greedy algorithm attempts to switch uplink slots to downlink in order to handle the imbalance in the offered traffic load. This may be beneficial at low loads but as the load becomes higher, the gNB-to-gNB interference affects the uplink performance. In such cases, even with IC, the greedy approach shows a significantly lower performance compared to the static scheme. For example, at the medium load, the median downlink UPT for the greedy+IC scheme is 57% lower than the static scheme (13.41 Mbps for greedy, 31.52 Mbps for static), and the median uplink UPT is 61% lower (3.1 Mbps for greedy, 8.03 Mbps for static). 
In contrast, the interference aware scheme applies a power adjustment based on knowledge of the interference profile, thereby protecting the uplink transmissions. This results in a higher downlink throughput without sacrificing uplink throughput. For example, at the medium load, the median downlink UPT for the interference-aware+IC scheme is 15.8% better than the static scheme (36.24 Mbps for interference-aware+IC, 31.52 Mbps for static), and the median uplink UPT is 17.9% better than the static scheme (9.47 Mbps for interference-aware+IC, 8.03 Mbps for static). 
The impact of gNB-to-gNB interference cancellation can also be inferred from the results. While enabling IC improves the performance, IC alone is not sufficient to address the interference issues, especially as the load increases.
The results are also presented in the following figures that show the 5th percentile and median DL and UL UPT for the different schemes.
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Figure 1: 5th %ile DL UPT vs. load, DL:UL = 2:1
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Figure 2: 5th %ile UL UPT vs. load, DL:UL = 2:1
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Figure 3: Median DL UPT vs. load, DL:UL = 2:1
	[image: ]
Figure 4: Median UL UPT vs. load, DL:UL = 2:1
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Figure 5: 5th %ile DL UPT vs. load, DL:UL = 4:1
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Figure 6: 5th %ile UL UPT vs. load, DL:UL = 4:1
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Figure 7: Median DL UPT vs. load, DL:UL = 4:1
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Figure 8: Median UL UPT vs. load, DL:UL = 4:1


 
Impact on specification
The ‘interference-aware’ scheme proposed above relies on each gNB learning the interference profile to other gNBs as well as the interference profile between its served UEs and UEs served by other gNBs. In order to facilitate such learning, the specification would need to allow for opportunities to sound the gNB-to-gNB and UE-to-UE links. In addition, the UEs would need to measure the UE-to-UE links to UEs of other cells, and report the measurements to its serving gNB. Such measurements and reporting could occur in a semi-static time-scale. The impact on specifications required to enable the interference-aware scheme is further discussed in [2].
Assumptions on the backhaul
The proposed ‘interference-aware’ scheme does not make any assumptions on a fast backhaul. The gNB-to-gNB interference profile could be learnt using over-the-air reference signals that are transmitted over a semi-static time-scale. Similarly, UE-to-UE interference profile could also be learnt using over-the-air reference signals and measurement report can be fed back to gNB in a semi-static time-scale.

Conclusion
Observation 1:  Interference cancellation is not sufficient to address interference issues in dynamic TDD scenarios. 
Proposal 1: Interference coordination based on knowledge of interference profile to neighbouring cells should be considered for dynamic TDD interference management in NR.
Proposal 2: NR should support mechanisms to allow a gNB to learn the interference profile for both the gNB-to-gNB and UE-to-UE case.
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Parameters Dense urban

Layout

Two layer - 

Macro layer: Hex. Grid

Micro layer:     Random drop, 

    3 Micro BS per Macro BS, all outdoor

Minimum Inter-BS distance 

Macro-to-macro: 200m

Macro-to-micro: 30m

Micro-to-micro: 40m

Carrier frequency  Macro and micro layer: 4 GHz

Aggregated system 

bandwidth

20 MHz

Simulation bandwidth

20MHz per CC below 6GHz

Note: UE TX power scaling will impact final results

Channel model

- Macro-to-UE: 3D UMa

- Micro-to-UE: 3D UMi

- Macro-to-Macro: 3D UMa (h_UE=25m)

- Macro-to-Micro: 3D UMa (h_UE=10m), FFS additional offset 

X1 dB

- Micro-to-Micro: 3D UMi (h_UE=10m), FFS additional offset 

X2 dB

- UE-to-UE: A.2.1.2 in TR36.843, FFS on penetration loss 

between UEs

Tx power 

Macro: 44 dBm, Micro: 33 dBm, UE: 23dBm (max)

UE power control parameters: 

   P0 = -76 dBm per RB for micro, -82 dBm per RB for macro ( 

100 RBs in total bandwidth), α = 0.8

BS antenna configuration

2 Tx /Rx antenna elements

BS antenna pattern

Follow the modeling of TR36.873

Downtilt: micro 0 degrees, macro 15 degrees

BS antenna height  25 m for macro, 10 m for micro

BS antenna element gain + 

connector loss

5 dBi for micro, 15 dBi for macro

BS receiver noise figure

5 dB



UE antenna elements

1 Tx / 2 Rx antenna elements 


UE antenna height Proposal: Follow TR36.873 

UE antenna gain Proposal: Follow the modeling of TR36.873

UE receiver noise figure 9 dB

Traffic model

FTP traffic model 3, packet size 0.1 Mbytes

DL/UL traffic ratio = 2:1, 4:1

UE distribution 100% indoor (3km/h) 

2/3 users randomly and uniformly dropped within the clusters 

around micro, 1/3 users randomly and uniformly dropped 

throughout the macro geographical area; 60 users per macro 

area; UEs assumed to be in the same building if the inter-UE 

distance is within 50 m.

UE receiver MMSE-IRC as the baseline receiver


Microsoft_Excel_Worksheet1.xlsx
Evaluation assumption

		Parameters		Dense urban

		Layout		Two layer - 
Macro layer: Hex. Grid
Micro layer:     Random drop, 
    3 Micro BS per Macro BS, all outdoor

		Minimum Inter-BS distance 		Macro-to-macro: 200m
Macro-to-micro: 30m
Micro-to-micro: 40m

		Carrier frequency 		Macro and micro layer: 4 GHz

		Aggregated system 
bandwidth		20 MHz

		Simulation bandwidth		20MHz per CC below 6GHz
Note: UE TX power scaling will impact final results

		Channel model		- Macro-to-UE: 3D UMa
- Micro-to-UE: 3D UMi
- Macro-to-Macro: 3D UMa (h_UE=25m)
- Macro-to-Micro: 3D UMa (h_UE=10m), FFS additional offset X1 dB
- Micro-to-Micro: 3D UMi (h_UE=10m), FFS additional offset X2 dB
- UE-to-UE: A.2.1.2 in TR36.843, FFS on penetration loss between UEs

		Tx power 		Macro: 44 dBm, Micro: 33 dBm, UE: 23dBm (max)
UE power control parameters: 
   P0 = -76 dBm per RB for micro, -82 dBm per RB for macro ( 100 RBs in total bandwidth), α = 0.8

		BS antenna configuration		2 Tx /Rx antenna elements

		BS antenna pattern		Follow the modeling of TR36.873
Downtilt: micro 0 degrees, macro 15 degrees

		BS antenna height 		25 m for macro, 10 m for micro

		BS antenna element gain + connector loss		5 dBi for micro, 15 dBi for macro

		BS receiver noise figure		5 dB


		UE antenna elements		1 Tx / 2 Rx antenna elements 


		UE antenna height		Proposal: Follow TR36.873 

		UE antenna gain		Proposal: Follow the modeling of TR36.873

		UE receiver noise figure		9 dB

		Traffic model		FTP traffic model 3, packet size 0.1 Mbytes
DL/UL traffic ratio = 2:1, 4:1

		UE distribution		100% indoor (3km/h) 
2/3 users randomly and uniformly dropped within the clusters around micro, 1/3 users randomly and uniformly dropped throughout the macro geographical area; 60 users per macro area; UEs assumed to be in the same building if the inter-UE distance is within 50 m.

		UE receiver		MMSE-IRC as the baseline receiver
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