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1. Introduction
In RAN1NR-AH meeting, following agreement were made [1]:
	Agreement:
· In NR Polar Code discussion, polar codes will be described without bit reversal in the encoder, i.e.:
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Agreement:
· Maximum mother code size of Polar code, N=2n, is:
· 256 <= Nmax,DCI <=1024 for downlink control information
· 1024 <= Nmax,UCI <= 2048 for uplink control information
· Exact values to be revisited with the aim of agreeing at RAN1#88  


In this contribution, we discuss some considerations in polar code design in regards to control channels, including the following aspects:
· Reliability index sequence
· Puncturing rule
2. Information/frozen bit selection 
Information/frozen bits positioning is one of the most important problems in polar code design. In this contribution, a method of determining efficient information/frozen bit positions is proposed. 
2.1.  Channel Polarization
Channel polarization consists of two phases:
1. Channel combining: In this phase, copies a binary-input discrete memoryless channel (B-DMC) are combined in a recursive manner in n steps to form a vector channel WN. The basic transformation used in channel combining is the following:
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Figure 1. Combining two channels
Let W: X→Y is B-DMC where channel capacity is C=I(X;Y), with X ~ unif. {0, 1}. 
2. Channel splitting: In the second phase, the vector channel WN is split back into N channels. Consider the following example with 1-stage polarization and transform matrix G2 as shown in figure 1.
W1: U1→(Y1, Y2)
W2: U2→(Y1, Y2, U1)

G2=
So, we can deduce followings:

X1 = U1U2, X2=U2
The two channels created by the basic transform (W,W)→(W1, W2) will be denoted as W-=W1, W+=W2. Likewise, we write W--, W-+ for descendants of W-; and W+-, W++ for descendants of W+. Following two properties hold for channels created by channel polarization:
Conservation: C(W-) + C(W+) = 2C(W)
Extremization: C(W-) ≤ C(W) ≤ C(W+)
, with equality iff C(W) equals 0 or 1. 
These two properties are established in the same stage for each descendant of W-, W +. That is, it is not maintained among the other descendant. For example, the magnitude relationship between C (W+ -) and C (W- +) can be found by directly calculating the capacity.

2.2.  Code construction based on capacity
If a bit reliability sequence according to the length of power of 2 is generated based on a long or short bit reliability sequence, a sequence generated for each length of power of 2 can be stored. In particular, it is more efficient to calculate the information / frozen position in advance for the control channel that repeatedly performs blind decoding. That is, for each length of power of 2, the sequence can be pre-computed offline and stored in memory.
We show how to generate a longer sequence based on the capacity of length of power of 2. Assume W is a binary erasure channel with erasure probability ‘p’ and then capacity with p is 1-p. The erasure probability p- of channel W- is 2p-p2, and the erasure probability p+ of channel W+ is p2. p- and p+ can be rewritten as:
p- = 2p - p2 = p + p(1-p)
p+ = p2 = p - p(1-p)


For m-th stage and (m+1)-th polar encoding stage, let erasure probability corresponding to bit index of m stage be pi, 0≤i≤2m-1.  and  of n-stage can be obtained by the p- and p+ definition. 


 = pi+ pi(1-pi),  = pi+ pi(1-pi).


When  and , 0≤i≤2m-1, are sorted by ascending to generate a bit reliability sequence and stored in memory. The stored index sequence is nested over both variable rates and variable coded block sizes with length of power of 2. 

2.3. Memory size and performance comparison of multiple sequences
In case of supporting various mother code sizes using a single sequence, it is efficient to store the sequence of the corresponding size in order to perform blind decoding several times. If 2n length reliability sequences with n-bit width  of each entry in the sequence is stored in memory for each length of power of 2, the maximum memory required to support 8 ≤ n ≤ 512 is about 8Kbits (=4.5Kbits + 2Kbits + 0.875Kbits+… +0.015625Kbts), so the hardware burden can be ignored. The nested structure may be less than 8K. 
Observation 1: Because the decoding latency is important in the control channel, it is advantageous to pre-calculate the sequences offline.
Observation 2: The memory size required to store the entire length of power of 2 sequences is small (the memory size will be maximum 8Kbits for sequence length of 8~512). 
Figure 2 shows the required SNR to achieve BLER=10-2 for polar code with various information block length. We compare performance of capacity based p = 0.5, 0.2 and performance of Qualcomm [3] sequence in terms of information granularity in figure 2. The mother code size was fixed at 128 to eliminate the rate matching effect. From the figure 2, we can observe that the proposed sequence has better performance than Qualcomm for any information block lengths for code rate 1/3~2/3, particularly for block length 64, where up to 0.5 dB gap can be observed. Figures 3 ~ 5 show performance according to different list size and show that performance gain (maximum 1dB) increases as list size gets smaller.
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Figure 2. Performance comparison for mother code size=128 (list size L=8)
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Figure 3. Performance comparison for mother code size=128 (list size L=4)
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Figure 4. Performance comparison for mother code size=128 (list size L=2)
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Figure 5. Performance comparison for mother code size=128 (list size L=1)
Figure 2~5 show the performance difference of the optimized sequence versus the non-optimized sequence for mother code size 128.
Observation 3: In terms of BLER, the proposed sequence shows good performance for any information block lengths for code rate 1/3~2/3.
Proposal 1: To optimize performance, bit index sequences for allocation of information/frozen bits are calculated and stored beforehand for each length of power of 2.

2.4.  Information bit mapping and puncturing
Input data may not be transmitted due to puncturing. For example, in figure 3, when Y1 is punctured, U1 is not included in the transmitted coded bit. If U1 is information, the information bit should be replaced by a known bit. If the information bits are connected in the punctured coded bit, this method can represent the row weight of the transform matrix G in descending order by reflecting the extremization property, and the order for figure 3 is {7, 6, 5, 3, 4, 2, 1, 0}. The weight order is a nested structure, which can be constructed by collecting entries within the lager mother code size. For example, you can configure a size 8 order by selecting a value of 7 or less from size 16 {15, 14, 13, 11, 7, 12, 10, 9, 6, 5, 3, 8, 4, 2, 1, 0}.

[image: ]
Figure 3. Encoding module of Polar code
To prevent all information bits from being punctured, the information bit location can be reassigned in the order of higher reliability within the frozen bit set.
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Figure 4. Illustration of puncturing and information bit allocation

Observation 4: The descending order considering the row weight of the transform matrix G and the extremization property is a nested structure.
Proposal 2: Puncturing pattern can be derived from the row weight of the transform matrix G and the extremization property.

3. Conclusion
In this contribution, we considered information/frozen bit selection of polar code in terms of capacity and performance. And we proposed information allocation and puncturing scheme. Based on the above discussion and evaluation results, we have the following observations and proposals.
Observation 1: Because the decoding latency is important in the control channel, it is advantageous to pre-calculate the sequences offline.
Observation 2: The memory size required to store the entire length of power of 2 sequences is small (the memory size will be maximum 8Kbits for sequence length of 8~512).
Observation 3: In terms of BLER, the proposed sequence outperforms Qualcomm sequence for any information block lengths for code rate 1/3~2/3.
Observation 4: The descending order considering the row weight of the transform matrix G and the extremization property is a nested structure.
Proposal 1: To optimize performance, bit index sequences for allocation of information/frozen bits are calculated and stored beforehand for each length of power of 2
Proposal 2: Puncturing pattern can be derived from the row weight of the transform matrix G and the extremization property.
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* The output of the polar encoder is: x) 1= ul"1Gy
® @Gy is the generator matrix of size N
o
6=, 4l
— Gy = F® forany N = 2™,n > 1, where

e F= [1 (1) ,and F®" is the n-th Kronecker power of matrix F
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