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1. Introduction
[bookmark: _GoBack]In RAN1-NR#1 Polar codes was finally adopted for eMBB control channel (WA from RAN1#87 has been agreed [1]). In this contribution, we discuss the following topic and provide some evaluation results and conclusions:
· Limiting of mother code length Nmax that provides the best tradeoff between performance and decoding complexity/latency. 
2. Performance/latency tradeoff in polar coding
Many aspects affect encoding/decoding latency of polar code, such as some pre-processing on-the-fly calculations, rate matching, list decoding etc. These additional sources of latency depend on a polar code design. Beyond them, there is a “basic” latency that comes from basic PC encoder and decoder (see Fig. 1). It depends on mother code length N since both encoder and decoder has log2N “levels” of processing [2]. The dependency is not so straightforward in real polar decoders [3], but anyway increase of mother code length N typically leads to increase of encoding/decoding latency.
[image: ]	
Figure 1. Basic polar encoder and decoder
Thus, the mother code length N should be limited based on a maximum value Nmax to reduce overall latency and complexity. In that case, repetition has to be used instead of shortening/puncturing when a desired number of coded bits (M) exceed the maximum mother code length Nmax (i.e. M-Nmax bits need to be repeated).
Since performance of repetition is not always better than shortening/puncturing [4], Nmax should be selected to provide the best tradeoff between latency and performance.
RAN1-NR#1 agreed to choose Nmax from the following range:
· 256 ≤ Nmax, DCI ≤ 1024
· 1024 ≤ Nmax,UCI ≤ 2048
3. Performance analysis
3.1. Simulation assumptions
In this paper, CRC-aided polar code is used for evaluations. 19-bit CRC is appended (16 bit are included in payload KP = K + 16 as described in [5]), SCL decoding with List 8 is applied. Polar code reliability sequence from [6] is used. AWGN channel and QPSK modulation are assumed.
Rate matching:
· When the maximum code size exceeds the number of desired coded bits (i.e. Nmax > M), bit-reversed based shortening (last N–M bits at the encoder input are set to zero, last N–M LLRs at the decoder input are set to +∞)
· When the number of desired coded bits exceeds the maximum code size (i.e. M>Nmax), repetition has to be used since M–Nmax bits are repeated using a circular buffer.
3.2. DL control channel
For DCI sizes, the following curves are simulated:
· Black – no limit on Nmax, shortening is used for all cases, this is shows as Nmax= ∞. For the range shown in Figure 1, this is equivalent to Nmax = 1024.
· Blue – Nmax=256, repetition is used for relatively wide range of lengths and rates
· Red – Nmax=512, repetition is used very rarely at relatively big lengths and low rates.
Two types of repetition methods are evaluated 
· Simple circular buffer with straightforward bit-selection is used for repetition (shown with dashed lines)
· Pseudorandom bit-selection sequence is used for repetition (e.g., circular buffer is randomly permuted for every trial, then code bits on M–Nmax first positions are repeated). This is shown with solid lines. 
It can be seen from Fig. 2 that use of Nmax=256 can lead to performance loss < 1 dB comparing to shortening in case of straightforward bit-selection. However, performance of polar codes with repetition can be improved using better bit-selection techniques – the difference between solid and dashed curves is substantial. Straightforward bit-selection is far from optimal (since even pseudorandom bit-selection performs better). Thus, it is possible to improve performance of polar codes with repetition by suitable bit-selection technique.
Observation 1: Performance gap between shortening and repetition depends on block length and it can be reduced by suitable bit selection for repetition.
Therefore, performance of Nmax=256 can be improved at least by ~0.5 dB and provide a gap < 0.5 dB to Nmax =1024.
Observation 2: Limiting Nmax=256 leads to performance loss < 0.5 dB for block lengths < 88.
[image: ] 
Figure 2. Nmax limitation impact on performance at small lengths (DCI)
Figure 3 shows the BLER curve for KP = 64 bits, and different Nmax values and it also shows that with suitable bit-selection, substantial performance gains can be obtained over trivial repetition methods.
[image: ]
Figure 3. BLER curve comparing different Nmax values and different bit-selection method for Nmax=256.

With reference to HW’s paper [3] the following comparison is made:
	Nmax, DCI
	256
	512
	1024

	Latency [ns] @ 1GHz
	245
	423
	1034

	Performance loss [dB]
	< 0.5
	< 0.2
	0


Observation 3: Limiting Nmax=256 has quite less latency compared to Nmax=512.
Since performance with Nmax=256 can be reasonable and considering it has quite less latency compared to Nmax=512, we propose the following:
Proposal 1: Mother code length of polar code is limited by Nmax=256 for eMBB DL control channel.
3.3. UL control channel
We repeat the same exercise as above for uplink and show results for following in Figure 4. 
· Black – no limit on Nmax, shortening is used for all cases, this is shows as Nmax= ∞. 
· Blue – Nmax=1024, repetition is used for relatively wide range of lengths and rates
· Red – Nmax=2048, repetition is used very rarely at relatively big lengths and low rates.
For bit-selection, we only show the results pseudorandom bit-selection are considered. The following observations can be made from the Fig. 3:
Observation 4: Limiting Nmax=1024 leads to performance loss < 0.5 dB for K < 400.

[image: ]
Figure 4. Nmax limitation impact on performance at bigger lengths (UCI)
Figure 5 shows the BLER curve for KP = 280 bits, and different Nmax values and it also shows that with suitable bit-selection, difference between Nmax=1024 and larger Nmax can be made small.
[image: ]
Figure 5. BLER curve comparing different Nmax value for UCI.
With reference to [3] the following comparison is made:
	Nmax, UCI
	1024
	2048

	Latency [ns] @ 1GHz
	1034
	2004

	Performance loss [dB]
	< 0.5
	0


Observation 5: Limiting Nmax=1024 has quite less latency compared to Nmax=2048.
Since performance with Nmax=1024 is reasonable and considering it has quite less latency and reduced complexity relative of 2048, we propose the following for the uplink:
Proposal 2: Mother code length of polar code is limited by Nmax=1024 for eMBB UL control channel
4. Conclusion
We make the following observations and make two proposals.
Observation 1: Performance gap between shortening and repetition depends on blocklength KP, it can be reduced by suitable bit selection for repetition.
Observation 2: Limiting Nmax=256 leads to performance loss < 0.5 dB for block length < 88.
Observation 3: Limiting Nmax=256 has quite less latency compared to Nmax=512.
Observation 4: Limiting Nmax=1024 leads to performance loss < 0.5 dB for K < 400.
Observation 5: Limiting Nmax=1024 has quite less latency compared to Nmax=2048.
Proposal 1: Mother code length of polar code is limited by Nmax=256 for eMBB DL control channel.
Proposal 2: Mother code length of polar code is limited by Nmax=1024 for eMBB UL control channel
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KP:280, CRC-aided polar code (L8, CRC19)
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KP:64, CRC-aided polar code (L8, CRC19)
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