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Introduction
In RAN#71, the technology study item for 5G new RAT (NR) has been approved [1]. 

[bookmark: _GoBack]New service vertical multiplexing is envisioned in 5G NR, e.g., ultra-reliable low latency communication (URLLC) and enhanced mobile broadband (eMBB) multiplexing in the same carrier. Many URLLC transmissions are expected to be control packets of sporadic occurrence nature. By definition, URLLC data may occur at any time & should be scheduled at shorter duration (mini-slot) than eMBB scheduling duration (slot). eMBB, on the other hand, is scheduled at a longer interval in order to amortize control and RS overhead as discussed also in [4]. When eMBB and URLLC users are multiplexed in the same carrier, eMBB long slot eMBB UEs could be interfered/punctured by URLLC short mini-slot UEs from the neighbor cell (and/or from the same serving cell) with (or without) eMBB UE being informed of the pre-emption (eMBB UE’s may not be informed of or be able to detect such time bursty interference from URLLC UEs from neighbor cell).
One important aspect is the channel coding design to meet new requirements from new service verticals in 5G. In RAN#84b/85/86, outer code use case and designs were presented and discussed primarily for URLLC and eMBB dynamic multiplexing. In RAN1-86, after some discussions in coding session, the following conclusion is drawn regarding outer coding:
Conclusion:
Await outcome of eMBB/URLLC multiplexing discussions. 
Ever since RAN1-86 when coding AI concludes to wait for the outcome of eMBB/URLLC multiplexing discussion outcome, great progress has been made in that regard. In RAN1#86bis, RAN1#87 and RAN1#adhoc, a series of progress has been made towards efficient  the following agreements were made regarding URLLC and eMBB multiplexing and mini-slot designs:
Agreements:
· From network perspective, multiplexing of transmissions with different latency and/or reliability requirements for eMBB/URLLC in DL is supported by  
· Using the same sub-carrier spacing with the same CP overhead
· FFS: different CP overhead
· Using different sub-carrier spacing 
· FFS: CP overhead
· NR supports both approaches by specification
NR should support dynamic resource sharing between different latency and/or reliability requirements for eMBB/URLLC in DL
Agreements:
· For DL, dynamic resource sharing between URLLC and eMBB is supported by transmitting URLLC scheduled traffic
URLLC transmission may occur in resources scheduled for ongoing eMBB traffic
Agreements:
· For DL, support indication of time and/or frequency region of impacted eMBB resources to respective eMBB UE(s)
· FFS: Details of  the granularity for impacted region used in the indication 
· e.g., PRB (group)/symbol (group)/mini-slot (group)/CB (group)/TB/Slot
· The indication is transmitted at one of the following (will be down selected later)
· during current eMBB TTI
· after current eMBB TTI
· during  and after current eMBB TTI
· The indication is one of the following (will be down selected later)
· explicit
· implicit
· explicit and implicit

In a nutshell, it has been agreed that pre-emption/puncturing/superposition based dynamic multiplexing scheme between URLLC and eMBB is supported in NR. In addition, indication of impacted eMBB resource to eMBB UEs is also supported to mitigate the URLLC impact to eMBB. NR eMBB and URLLC dynamic multiplexing design is coming to a stage where “everything is ready except for a crucial push” (As the old Chinese saying goes, “万事俱备，只欠东风”). Outer code could be the crucial push to make the eMBB and URLLC dynamic multiplexing design more complete.
In this contribution, we further discuss outer code design to fulfill the design requirements for URLLC and eMBB dynamic multiplexing.
1. URLLC/eMBB dynamic multiplexing requirements
[bookmark: _Toc460356716][bookmark: _Toc460917084]Dynamic resource sharing between URLLC and eMBB (such as pre-emption/puncturing and/or superposition) is an essential feature that NR has adopted to serve different service types of very different latency, reliability and efficiency requirements in order meet 5G URLLC and eMBB requirements respectively (An example of dynamic multiplexing of eMBB and URLLC is shown in Figure 1). It has been shown that static/semi-static resource partitioning between URLLC and eMBB, is not sufficient to fulfill the requirement of either service (since it would lead to low system efficiency as showed in [5] [6]). 
To ensure full forward compatibility of eMBB and URLLC dynamic multiplexing, further design on eMBB coding/HARQ process is needed in addition to pre-emption indication design. This is especially the case since NR eMBB is expected to support very high average and peak data throughput. For each slot, tens up to hundreds of code blocks are expected in each eMBB transport block (TB). Based on legacy 1-bit Ack/Nak per TB HARQ feedback scheme, whenever one CB fails decoding, the entire TB needs to be retransmitted, incuring substantial performance loss.
This inefficiency of TB-level single-bit Ack HARQ scheme is amplified in the scenario of URLLC and eMBB dynamic multiplexing via pre-emption. URLLC pre-emption/puncturing (of the duration of 1-2 symbol(s) mini-slot) taking away eMBB resource spanning a few CBs will result in the retransmission entire TB, which significantly reduces eMBB user throughput when URLLC puncturing occurs at a moderate frequency (for example, up to 10% puncturing rate per symbol) as shown in [7].


Figure 1: example of eMBB (yellow) and URLLC (blue/red) multiplexing

Table 1 gives a few examples of typical TB sizes expected in NR, for BW = 80MHz, slot or aggregated slot size = 1 sub-frame duration= 1ms and code block size of around 8000-bit, single codeword MIMO across all layers.

Table 1: number of code blocks per TB for typical eMBB scenarios
	Use case
	System BW
	Subframe Duration
	Num of MIMO Layers
	Modulation
	Coding Rate
	Num of CBs per TB

	High throughput scenario
	80
	1ms
	4
	256QAM
	7/8
	~100

	Good channel condition
	80
	1ms
	2
	64QAM
	1/2
	~40

	Cell edge scenario
	80
	1ms
	1
	QPSK
	1/3
	~4



Ranging from typical good channel condition to high throughput cases (note this high through scenario is still far away from 5~20Gbps peakTput target for NR), large number of CB’s from 40~100 per TB is expected. Any of the CBs in the TB preempted by URLLC traffic triggers TB level HARQ retransmission, which in turn incurs substantial (close to 50%) throughput loss. More importantly, for such high throughput scenario, TB reliability also becomes key metric to ensure no disruption to TCP layer, which will cause throughput backoff at TCP layer.
Figure 2 illustrates an example of one TB composed of 7 CBs, where CBs are mapped to time-frequency resource in a frequency first, time second manner (same what was suggested in RAN1-86). When one CB is pre-emptied by URLLC (in this example, CB3), the entire TB needs to be retransmitted.
[image: ]
Figure 2: example of one CB in one eMBB TB hit by bursty interference/puncturing
Note: Figure 2 does not imply that phy info bits and encoded bits are mapped in frequency domain in sequential order (i.e., no frequency domain interleaving). It only shows the order of outer and inner code encoding, i.e., outer code encoding first over information bits to generate all the parity CBs. Then all CBs are PHY layer code encoded and then mapped in a frequency first, time second manner.
Based on the above analysis and studies shown in [7], we draw the following observation:
Observation 1: TB-level HARQ alone is not sufficient to support NR eMBB service with large number of code blocks especially in the scenarios of eMBB/URLLC multiplexing via pre-emption.

Outer code scheme and encoding/decoding procedure
The way outer code works is to code across all data code blocks in each TB and generate parity code blocks which could protect data code blocks from time-domain bursty URLLC pre-emption.
One key here is that each CB is protected by PHY coding LDPC and some error detection overhead such as CRC (as needed). Whenever one CB decoding fails, these bits are known to be erased instead of code bit errors that are unknown. Due to the PHY coding/CRC (and the inherent error detection capability of LDPC code which will be used for NR data), which marks the erased CB location, erasure decoding could be used to recover these failed CBs.
One example of outer code based on single parity check code is shown in Figure 3. The main idea is to have redundant parity CB (CB6 in this example) to handle bursty URLLC pre-emption to avoid excessive overhead in TB level retransmission. For instance, with parity CB in CB6, it could recover any one of the CB puncture among CB0~CB5. As shown in Figure 3, when CB3 decoding fails while CB0~CB2 and CB4~CB6 are correctly received, the parity CB CB6 could be used along with all other data CBs to recover CB3 in order to prevent the TB level retransmission of the entire transport block.
[image: ]
Figure 3: single parity check based outer code to handle URLLC pre-emption
[image: ]
Figure 4: normalized throughput in the presence of CB-level puncturing

Figure 4 compared performance TB level HARQ with and without outer code case. Number of CBs per TB is assumed to be 32. eMBB normalized throughput is evaluated against URLLC pre-emption duty cycle (i.e., CB-level puncturing rate). Note that in this scenario, the outer code is applied in each new TB with a fixed overhead, and the number of overhead/redundant CBs is optimized based on the URLLC pre-emption rate. It can be easily seen that TB w/o outer code incurs significant performance loss compared with TB w/ outer code. At the same time, TB level HARQ with outer code reclaims a big portion of the performance loss due to 1-bit TB-level HARQ. Here number of CB parity overhead could be configured semi-statically.
We give more detailed example of encoding and decoding procedure in the following subsections. 
 Outer code encoding
Outer code encoding is performed at the CB/CBG level. That is, each bit in the CB follows the same encoding/decoding operation. As in the example of Figure 3, CB6 needs to encoded based on data CB0~5. Info bits of CB6 are generated based on info bits CB0~5 according to the following relationship: 
Encoding of single parity check code:
C_6 = C_0 + C_1 + … + C_5
After outer code encoding, PHY layer LDPC encoding (inner code encoding) is performed for all the CBs (both systematic data CBs and outer code parity CBs). Similar procedure could be applied at the CB-group level to manage the outer code dimension.
Outer code decoding
Outer code decoding is also performed at the CB level. 
Decoding of single parity check code:
Any data CB C_i that is punctured by URLLC pre-emption can be recovered by utilizing the information parity CB C_6 via simple bit-wise xor operation within the CB according to the following:
C_i = C_0 + … C_(i-1) + C_(i+1) + … C_5 + C_6
Note that, the decoding procedure described above assumes erasure decoding as design and evaluation baseline assumption due to its simplicity. Also, URLLC preemption causing CB/CBG level puncturing, in which case, erasure decoding itself is likely sufficient.
Outer code Based CB-level HARQ
Outer code scheme discussed in the previous scheme has fixed overhead in each TB. Outer code scheme could be further enhanced by utilizing more feedbacks. We discuss outer code based CB-level HARQ scheme in this section.
Outer code based CB-level HARQ design and evaluation
An example outer code based CB HARQ is shown in Figure 5. In the TB1 transmission, CB3 is in error. 2 parity CBs are requested in the HARQ feedback. In the second transmission, a new TB, TB2, is formed with new data CBs along with 2 parity CBs that are coded across CB1~CB14. In this example, 2 more parity CBs are in error again, which leads to the 3rd transmission. In this case, in order to ensure high reliability, UE requests 8 parity CBs. In this case, the entire TB is composed of parity CBs to guarantee successful reception with high reliability. Finally, all the parity CBs are correctly received and CB erasures at CB3, CB10 and CB13 can be recovered. Note that, outer code based CB HARQ is triggered only when small number of CBs are in error; when most of the CBs in the TB fail, normal TB-level IR-HARQ is triggered to ensure robust IR-HARQ performance with efficient soft LLR combining. Note that, these two HARQ processes are operating completely independently.
[image: ]
Figure 5: example of outer code based CB-HARQ to recover bursty URLLC puncturing

[image: ]
Figure 6: normalized throughput in the presence of CB-level puncturing
In Figure 6, performance of outer code based HARQ scheme is evaluated. eMBB Throughput vs. CB puncturing rate curves are evaluated with a maximum of 4 transmissions. In this example, each TB contains 28 CBs, TB-level HARQ incurs substantial performance loss, while with outer code (RS code is assumed in this study), performance gets substantially improved. Performance could be further improved by incorporating CB-HARQ based on outer code. As shown in Figure 6, outer code based CB-HARQ approaches multiplexing upper bound with limited feedback (5 bits). Note that CB-level HARQ could also approach near optimal multiplexing performance w/ URLLC puncturing. The main technical advantage of outer code based CB HARQ over CB HARQ w/o outer code is that outer code based CB HARQ requires much small control/feedback overhead to combat bursty URLLC pre-emption.
Observation 2: outer code based schemes delivers superior performance over TB-level HARQ and competitive performance w/ CB/CBG-level HARQ with reduced feedback and control overhead.
 Outer code decoding processing timeline
We discuss outer code and outer code based CB-HARQ decoding processing timeline in this section. 
Outer coding is only used to recover CB erasure instead of error, whether decoding could be successful or not only could be evaluated by checking the location of erased CBs with respect to the generator matrix of the outer code. As a result, the actual outer code decoding does not impact PHY layer processing timeline and maintains low latency processing. 
For TB-level HARQ with outer code, once UE determines the number of parity CBs are sufficient to recover the data CB erasures, UE will report TB-level Ack/Nak accordingly without waiting for the actual CB-level outer code decoding to complete. 
Similarly, for CB-level HARQ w/ outer code, UE only needs to check CB-level pass/fail information to see how many additional CB parities are needed (for example, if MDS code is used, UE simply counts how many CBs fail decoding) and/or if additional redundant information is needed to achieve high reliability. Hence, multi-bit HARQ Ack information can be derived without the actual outer code decoding takes place.
Note also the actual outer code decoding is performed in a separate HW/FW from the LDPC decoder for PHY layer code. Outer code decoding can still be fully pipelined with some extra delay with respect to the LDPC decoder (i.e., CBs that requires outer decoding will not accumulate and cause buffer overflow eventually). Also, this delay in the actual outer decoding (not in terms of HARQ Ack feedback as discussed above) could be further reduced. Since standard erasure code decoding is done via parity check syndrome calculation based on standard XOR or GF(2m) operations. Decoding could be pipelined CB by CB along with regular LDPC decoding, which significantly reduces the final outer code decoding time. Many of these are implementation choices and could be left for UE specific design. Overall, we draw the following observation:
Observation 3: actual outer code decoding time does not add extra latency to the regular HARQ processing timeline.
 Outer Code Candidates
There are many codes that are good candidates for outer code other than single parity check code in the example shown above. For example, simple parity check code can correct 1CB puncture. Hamming code could correct up to 2 CB puncture. Another example is classic Reed-Solmon code, which delivers optimal erasure decoding for a given (N, K) combination. Also, for implementation, HW implementation of RS erasure decoding could be done very efficiently in modern modem processor. Other code options, such as XOR coding, raptor codes, could be considered for complexity and performance tradeoffs.
Different coding schemes should be evaluated as candidate outer codes.
The following codes should be considered as the outer code though other are not precluded
· Single parity check code
· Simple linear block code, e.g., Hamming code, Reed-Solomon codes
· Packet XOR based coding, such as packet coding, Raptor code, etc.
[bookmark: _Ref378529477]Proposal 1: At least single parity check based CB/CBG-level outer coding scheme is supported in NR to support efficient URLLC/eMBB multiplexing via pre-emption.
Proposal 2: Consider other simple block coding based CB/CBG-level outer coding schemes for NR eMBB to support efficient URLLC/eMBB multiplexing via pre-emption.
Proposal 3: Outer code selection should be based on key metrics as spectrum efficiency, reliability, latency, overhead and encoding/decoding complexity.
Alternative solutions
Time-frequency domain interleaving
Time domain interleaving is unlikely to be a practical solution for NR for the following two reasons:
1) Time domain interleaving introduces significant latency increase for at both transmitter and receiver side compared with frequency first, time second interleaving. NR strives to avoid time interleaving.
2) Time domain interleaving requires excessive buffering requirements, which demands formidable HW complexity for high data rate scenario.
CB/CBG level HARQ
Another potential option is to do HARQ at the CB level. However, there are also drawbacks of such scheme:
1) One major drawback is the additional overhead in DL/UL control channels, to manage many HARQ interlaces even within one TB. As shown in Table 1, as the number of CB’s grow in each TB, the overhead and complexity quick go up. One way to reduce overhead is to group multiple CBs into CB group, which may come at a cost of performance.
2) Also, HARQ process running at CB or CBG level also makes HARQ management more complicated than outer code based approach.

Conclusions
In this contribution, we discussed further outer code based schemes for URLLC and eMBB multiplexing. We have the following observations/proposals:
Observation 1: TB-level HARQ alone is not sufficient to support NR eMBB service with large number of code blocks especially in the scenarios of eMBB/URLLC multiplexing via pre-emption.
Observation 2: outer code based schemes delivers superior performance over TB-level HARQ and competitive performance over CB/CBG-level HARQ with reduced feedback and control overhead.
Observation 3: actual outer code decoding time does not add extra latency to the regular HARQ processing timeline.
 Proposal 1: At least single parity check based CB/CBG-level outer coding scheme is supported in NR to support efficient URLLC/eMBB multiplexing via pre-emption.
Proposal 2: Consider other simple block coding based CB/CBG-level outer coding schemes for NR eMBB to support efficient URLLC/eMBB multiplexing via pre-emption.
Proposal 3: Outer code selection should be based on key metrics as spectrum efficiency, reliability, latency, overhead and encoding/decoding complexity.
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