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Introduction
Polar list decoders can provide enhanced error-correction performance compared with successive-cancellation decoders, but may incur significant costs in area and latency as was discussed in [1] and [2]. Additionally, in this contribution, it is shown that power consumption can also be significantly impacted.
To address this aspect, we study these tradeoffs with respect to the maximum code block length, and correspondingly the minimum native polar code rate. As it was reported in [3], that using lower native code rate to improve performance has diminishing gains, so here we assess the implementation costs associated with these gains in order to provide recommendations and a more complete assessment of the tradeoffs involved when specifying the Polar code for operation on the EMBB control channels. Note that studies here are focused on recent agreements regarding EMBB control channels [4], although the evaluations are also relevant for other services such as URLLC and MMTC.
Energy Efficiency
In this section, we first establish a baseline comparison between the expected energy efficiency and power consumption of polar list decoders with those of the LTE TBCC decoder for short blocklengths and those of the NR-LDPC code [9] decoder for moderate blocklengths. We observe that polar list decoders from previous performance comparisons can be much less energy efficient depending on the list size. In these results, it is assumed that LLR memory size is reduced in the decoder by means of LLR recalculation [5]. These additional recalculation operations increase the decoder power consumption.
Afterward in Sections 3 and 4, we then provide guidance toward reducing power consumption from polar decoding.
Comparison with NR-LDPC Decoders
Based on the architecture and throughput values provided in [5], we analysed the expected energy efficiency of a polar list decoder ( compared to an adjusted Min-Sum NR-LDPC decoder based on [6][9][10] for an information block length of approximately 1000 bits and different code lengths. Table 1 summarizes the results, where the energy efficiency of the polar decoder is normalized with respect to an LDPC decoder with similar error-correction performance and code length and rate. These results show that the  polar list decoder is expected to consume 3.6 to 52.9 times the energy per bit compared to the LDPC decoder. These results are in agreement with the average computational complexity analysis presented in [11], where it was shown that LDPC decoders had lower computational complexity than polar list decoders at the same performance levels.



[bookmark: _Ref471731152]Table 1 Energy efficiency per information bit for L = 32 polar list decoders compared to LDPC
	Code length (N)
	1024
	2048
	4096
	8192

	Number of info. bits (K)
	910
	1024
	1024
	1024

	Code rate
	8/9
	1/2
	1/4
	1/8

	Polar energy  efficiency (normalized to LDPC)
	52.9x
	16.3x
	8.2x
	3.6x



It should be noted that the LDPC decoder is dimensioned for a maximum codeblock length of 40000 bits compared to only 8192 bits for the polar decoder.
Observation 1: Polar list decoders are expected to be 3.6 to 52.9 times less energy efficient than LDPC decoders for information block length of 1000 bits.
Comparison with the LTE-TBCC Decoder
Table 2 presents the energy per decoded information bit for polar codes with payload sizes equal to 128 or 102 and different codeblock lengths. The energy per bit is normalized relative to that of a TBCC decoder with payload size equal to 70 bits and rate 1/3. The goal of this table is to compare potential NR control channel decoding power consumption with that of current LTE systems. Based on these results, it is expected that the energy efficiency for NR control channel decoding will decrease compared to LTE.
[bookmark: _Ref471749573]Table 2 Normalized energy per decoded information bit for LTE-TBCC and polar list decoders. 
	Code length (N)
	210
	256
	512
	1024

	Number of Info. bits (K)
	70
	128
	102
	128

	Normalized LTE-TBCC energy per info. bit
	
	
	
	

	Polar energy per info. bit
(normalized to LTE-TBCC)
	
	
	
	



Observation 2: Polar code decoding in the NR control channel is expected to be an order of magnitude less energy efficient than TBCC decoding in LTE.
[bookmark: _Ref471757252]Effect of Native Code Length and Rate on Polar Decoders
Increasing the native codeblock length, instead of using repetition, to lower the effective code rate will lead to an increase in decoder latency, area, and power consumption. We quantify those effects and suggest limiting the maximum codeblock length, and minimum native code rate, in light of the overhead and marginal performance improvement. This can provide the best tradeoff in performance and implementation, which can be particularly important for EMBB control channels.
Effect on Latency
A polar list decoder architecture that processes list paths in a serial manner was presented in [5]. Two pipelined versions were described where one decodes two codeblocks in parallel and the other four. The two-codeblock decoder can be configured to decode two segments of a chained parity check polar code belonging to the same codeblock to reduce latency.
When decoding shorter codes, the decoder in [5] decodes two codeblocks in parallel as segmentation is not utilized when constructing these shorter codes. In Table 3, a 6% increase in latency is observed when decoding the (512, 102) instead of the (256, 128) code. The latency of the (512, 128) will be higher than that of the (512, 102) due to additional sorting and calculations. The latency of the (1024, 128) code is 35% higher than that of the (256, 128) code. These results show that there is a significant latency increase when increasing the codeblock length to 1024. The latency of polar list decoders for an information block length = 1024 and different codeblock lengths shows a similar trend and is presented in Appendix 6.1.
[bookmark: _Ref471747842]Table 3 Latency of polar list decoders for shorter codes and L = 32
	Code length (N)
	256
	512
	1024

	Number of Info. bits (K)
	128
	102
	128

	Latency (us)
	1.7 (1x)
	1.8 (1.06x)
	2.3 (1.35x)



A reduced latency, but high complexity, polar list decoder architecture based on the simplified successive cancellation (SSC) list decoding algorithm was analysed in [6]. It increases decoding parallelism by utilizing specialized hardware to decode rate-0, repetition, and rate-1 constituent codes of any size. It differs from the decoder in [6] by not utilizing an exhaustive-search maximum-likelihood decoder due to its very large complexity as was noted in [7]. Table 4 presents the latency of this decoder and shows a similar trend to the values reported in [5]. Namely, increasing the codeblock length from 256 to 1024 increases decoding latency by 20—30%, except in the K = 40 case where the latency increased by 9%.
[bookmark: _Ref471665879]Table 4 Latency (in cycles) of polar list decoders for different codes with L = 32
	
	N = 256
	N = 512
	N = 1024

	K = 40
	270 (1x)
	278 (1.03x)
	294 (1.09x)

	K = 60
	314 (1x)
	396 (1.26x)
	414 (1.32x)

	K = 80
	416 (1x)
	430 (1.03x)
	502 (1.21x)

	K = 100
	456 (1x)
	534 (1.17x)
	594 (1.30x)



Observation 3: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoding latency.
Effect on Area
In this section, we analyse the effect of codeblock length on area. If the decoder processing elements are not increased to alleviate the increase in latency, then the change in codeblock length mostly affects two parts of the decoder: the external memory used to store the channel LLRs and the internal decoder memory. If the number of processing elements is increased, the previous two memories increase in size and become wider, decreasing their area efficiency, in addition to the increase in area due to the additional processing elements. Only the first case, where the number of processing elements remains constant, is considered.
A polar list decoder requires  bits to store all the internal LLR values. Using recalculation to decrease the number of stored LLRs reduces the internal LLR memory size to  bits [5]. The paths in the list decoder require  bits to store the partial sums (internal bit-estimates) and  bits to store the estimated information bits. When parallel codeblock (or segment) decoding is employed, the internal memory size will scale linearly with the number of parallel codeblocks (or segments) . The external memory size is  bits and also scales linearly with the number of parallel codeblocks in the decoder . There are other memories in the decoder, such as the one for storing the path metrics, but they are small in size and are excluded from this analysis for simplicity.
[bookmark: _Ref471678517]Table 5 and Table 6 show the scaling of both internal and external memory with the codeblock length, providing examples for  256, 512, and 1024. The quantization values  and  are those used in [5] and [8]. Four parallel codeblocks ( are needed to meet the blind decoding latency as shown in [5]. The tables show that, as expected, the memory size increases linearly with codeblock length. For an  decoder, 75 additional kbits of memory are required to increase the codeblock length from 256 to 1024. This number grows to 250 kbits for .

Table 5 Memory of an L=8 polar list decoder as a function of codeblock length
	
	
	
	
	

	Internal Memory (bits)
	
	19,648
	39,296
	78,592

	External Memory (bits)
	
	5,120
	10,240
	20,480

	Total (bits)
	
	24,768
	49,536
	99,072


[bookmark: _Ref471678519]Table 6 Memory of an L=32 polar list decoder as a function of codeblock length
	
	
	
	
	

	Internal Memory (bits)
	
	78,592
	157,184
	314,368

	External Memory (bits)
	
	5,120
	10,240
	20,480

	Total (bits)
	
	83,712
	167,424
	334,848



Observation 4: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoder memory for a fixed list size.
To limit the memory size, the flexible decoder of [5] decreases the list size as the native codeblock length increases. For example, the flexible control-only decoder uses a list size of  for code lengths  ,  for , and for . 
We compare the performance of rate reduction by lowering the native code rate (increasing the native codeblock length) and by using repetition. Using a code with a native codeblock length of 1024 is compared with using a code with a native codeblock length of 512 that is repeated once in Table 7. In this comparison, the decoders for both the native and repeated codes achieve similar decoder memory sizes by using a smaller list size for the native code decoder as discussed in [6]. It should be noted that despite the reduction in list size, the native code decoder for codeblock length 1024 with  and  requires 21% and 6% more memory than the repeated 512-bit code decoder with  and , respectively. From the results in Table 7, it can be observed that repeated 512-bit code outperforms the native 1024 code by 0.05 to 0.25 dB for most payload sizes. The one exception is for a payload size of 100 bits and large decoder memory, where the native 1024 code has a minor 0.05 dB advantage.
[bookmark: _Ref471746896]Table 7 Change in EsN0 to achieve BLER = 1% when lowering native code rate or using repetition.
	Number of Info. bits  (K)
	40
	60
	80
	100

	Performance gain in dB of the N = 1024, L=4 code over the
N= 512, L = 8 with repetition. 
(60 kbit decoder memory.)
	-0.05
(loss)
	-0.25
(loss)
	-0.15
(loss)
	-0.05
(loss)

	Performance gain in dB of the N = 1024, L=16 code over the
N= 512, L = 32 with repetition. 
(180 kbit decoder memory.)
	-0.2
(loss)
	-0.15
(loss)
	-0.05
(loss)
	0.05



Observation 5: Repetition can lead to better performance than increasing the native codeblock length from 512 to 1024 when normalizing memory size in the decoder implementation.
Effect on Power Consumption 
We analyse the projected power consumption of the serial polar list decoder from [5] as the native block size increase from 256 to 1024 bits. The results are shown relative to the power consumption of the (256, 128) code in Table 8 and are estimated based on the architecture and throughput values presented in [5]. Increasing the native codeblock length from 256 to 512 increases the power consumption by 16%, whereas increasing the length from 256 to 1024 increases the power consumption by 60%. The power consumption is also expected to show the same trend when the list size is 8.

[bookmark: _Ref471744249]Table 8 Relative power consumption of an L = 32 polar list decoder when native codeblock length increases
	Code length (N)
	256
	512
	1024

	Number of Info. bits (K)
	128
	102
	128

	Relative power consumption
	100%
	116%
	160%



Observation 6: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoder power consumption.
Please see the next section for proposals related to improving the latency, area, and power consumption.
[bookmark: _Ref471757255]Conclusions
Observation 1: Polar list decoders are expected to be 3.6 to 52.9 times less energy efficient than LDPC decoders for information block length of 1000 bits.
Observation 2: Polar code decoding in the NR control channel is expected to be an order of magnitude less energy efficient than TBCC decoding in LTE.
Observation 3: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoding latency.
Observation 4: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoder memory for a fixed list size.
Observation 5: Repetition can lead to better performance than increasing the native codeblock length from 512 to 1024 when normalizing memory size in the decoder implementation.
Observation 6: Increasing the native polar codeblock length beyond 512 can lead to significant increases in decoder power consumption.
Based on the above observations in latency, area, and power, we propose the following.
Proposal 1: The maximum native codeblock length for polar codes for DCI should not exceed 512 and minimum native code rate should not be less than ¼ for payload sizes greater than 100 bits.
Note that if payload sizes are 64 bits or smaller, then the native codeblock length could be further limited to 256 bits.
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Appendix
[bookmark: _Ref471731598]Decoding Latency for Moderate Blocklengths
Table 9 contains latency results reported in [1] for the polar decoder with L = 32 when decoding two segments in parallel of a chained parity-check polar code with the number of information bits fixed to 1024. It can be observed that when the codeblock length increases from 2048 to 4096, the latency increases by 7%. When the codeblock length is increased to 8192, the latency becomes 34% higher than it is for the N=2048 code. This increase in latency can be mitigated by processing more LLRs in parallel. However, this comes at the cost of increased implementation complexity due to the additional processing elements and the wider memories that are less efficient than their narrower counterparts. The ability to reduce memory width was listed in [1] as a significant factor that enabled the reduction in decoder area.
[bookmark: _Ref471748577]Table 9 Latency of polar list decoders with 1024 information bits and L = 32
	Code length (N)
	2048
	4096
	8192

	Number of Info. bits (K)
	1024
	1024
	1024

	Latency (us)
	5.6 (1x)
	6.0 (1.07x)
	7.5 (1.34x)
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