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1 [bookmark: Source][bookmark: _GoBack]Introduction
Reciprocity-based MIMO transmission is very attractive because of potential overhead savings in CSI feedback and improved MIMO performance by enabling flexible non-codebook based transmission schemes. To utilize calibration, in practice, accurate calibration of antenna elements is needed. Calibration becomes especially crucial for distributed MU-MIMO and/or coherent joint transmission schemes. For distributed MIMO, periodic phase synchronization becomes also important, as the relative phase of the TRPs may change over time if the TRPs are driven by individual PLLs.
In RAN1#87, a WF [4] on channel reciprocity calibration in NR MIMO was discussed.  It was agreed that [5]
· Study network side calibration to assist cross-TRP and cross-panel operation, e.g.:
· Necessity of same-panel calibration and specification impact, if any
· Potential UE-aided calibration: transmit/receive calibration signaling between gNB and UE(s)
· E.g., UE-aided calibration may use feedback from UE to gNB 
· Other methods to assist cross-TRP and cross-panel operation are not precluded
In this contribution we discuss uplink-downlink channel reciprocity calibration of the network-side antenna elements for distributed MIMO. We discuss the need and benefit of the calibration, propose over-the-air calibration framework, and discuss potential spec impact.
2 Why calibration is needed
In time-division duplexing (TDD) systems, the uplink and downlink transmissions take place over the same frequency band. Hence, if the transmissions are performed within the channel coherence time, the uplink and downlink channel states are identical. As a result, the downlink channel to each UE ideally can be estimated in the uplink direction through the transmission of SRS from the UEs, and can be used in the design of downlink beams. This can bring about a huge overhead savings by eliminating/reducing the need of CSI feedback. Similarly, downlink reference signals may be used by the UEs to infer uplink channel and used for non-codebook based uplink MIMO transmissions.
However, in practice, each node (gNBs/TRPs and UEs) introduces a mismatch, i.e., an amplitude and a phase perturbation, to the transmitted/received signals. Hence, although the propagation channels are reciprocal, transceiver RF chains are not necessarily identical across different nodes/antennas, which create differences between the Tx and Rx responses. Moreover, the phase of the channel also includes the effect of the phase of the modulating carrier waveform and transmitter/receiver sampling timing. Hence, the effective downlink and uplink channels between any two given antennas are not reciprocal. If the impact of these transmit/receive imbalances are not accounted for in the design of precoders, MIMO performance may significantly degrade. This is especially important for MU-MIMO and/or coherent joint transmission (CoMP-JT) schemes that heavily rely on good spatial separation of layers of co-scheduled UEs. It is well known that the performance of such MU-MIMO and CoMP-JT is very sensitive to inaccurate channel knowledge. Thus, the inaccurate reciprocity may become the performance bottleneck of reciprocity-based MU-MIMO/CoMP-JT unless proper calibration is performed.
The core objective of calibration is to estimate the mismatches introduced at the transmit/receive chains of different antennas involved in MIMO, and mitigate them when designing beamforming vectors.
To illustrate the performance impact, Figure 1 and Figure 2 show the impact of the gain and phase mismatch due to imperfect calibration among antenna elements of the gNB. The simulations assumed a downlink CoMP-JT scenario, where 32 geographically distributed TRPs belonging to a central gNB served 32 UEs simultaneously, with each TRP and UE equipped with 2 Tx and 2 Rx antennas, respectively. The 32 TRPs were placed according to an IEEE indoor scenario. At the gNB, the beam directions to each of the UEs were jointly determined based on the uplink channel observation via SRS according to a scheduling/beamforming metric that approximately maximizes the received SINR at each UE. 
Each different curve in the figures denotes different amount of reciprocity imperfections, or equivalently, calibration errors. As can be seen from the figures, the downlink demod SINR is very sensitive to even a small amount of gain and phase mismatch. Although the results in the figures were based on a somewhat large network size of 32 cooperating TRPs, similar level of sensitivity is observed regardless of the network size.
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[bookmark: _Ref471468927]Figure 1: Demod SINR distribution as a function of gain imbalance
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[bookmark: _Ref471468928]Figure 2: Demod SINR distribution as a function of phase imbalance

Similar observations have been made by other companies [3] regarding the sensitivity of MU-MIMO performance w.r.t. the imperfect reciprocity.
Therefore, it is seen that accurate calibration procedure is needed to achieve good performance with MU-MIMO and/or coherent joint transmission.
Observation 1: Reciprocity-based MU-MIMO and coherent joint transmission performance are very sensitive to the imperfect reciprocity. Therefore, accurate reciprocity calibration is needed.
Besides the calibration, phase synchronization is another important issue for distributed MU-MIMO and/or coherent JT. To understand this, consider the toy setup where UE is served by joint beamformig from two TRPs. If the two TRPs were collocated, a common carrier waveform could be used for up-conversion of the baseband signals, and the resulting RF waveforms could be shipped through RF cables to TRPs for transmission. In this case, TRPs are merely distributed antenna elements. However, this approach may not work well for larger distances due to large power loss associated with RF cables. Therefore, if the two TRPs are geographically separated, it is very likely that the TRPs are connected to the central baseband processor via fiber, where the fiber carries baseband I/Q samples, and the up-conversion of the baseband I/Q is carried out by the individual TRPs. In this case, the carrier waveform of each TRP is driven by its own local PLL. Although the two PLLs may be connected to a common timing source (e.g. GPS) for timing synchronization, the phase of the two carrier waveforms will inevitably drift over time due to phase noise (or equivalently the timing jitter) of the PLLs.


Figure 3: Coherent joint transmission from two geographically separated TRPs
In this scenario, despite the calibration which calibrates the gain and phase, the phases at different TRPs slowly drift over time, invalidating the calibrated phase. This affects both the received SRS at each TRP and the transmitted downlink signals via coherent JT. Figure 4 conceptually illustrates this scenario. Denote the jitter of PLL at the time of joint transmission as  and  (in terms of time lag), relative to the PLL jitter at the time of calibration. This would cause the phase of the transmitted downlink signals to advance as  due to delayed transmission (which is equivalent to time-advanced reception at UE). At the same time, the received SRS at the TRP will see a phase lag by  due to delayed reception. This implies that, since the quantities  are unpredictably, albeit slowly, drifting over time, the phase on the estimated SRS across the two TRPs no longer properly reflect the phase of the downlink channels across the two TRPs.
It is worthwhile to note that non-reciprocity-based (i.e. CSI-based) coherent JT also suffers from the same problem. Any CSI feedback indicating the optimal co-phasing value between a pair of TRPs may quickly become outdated if the two TRPs are driven by individual PLLs. One solution would be to rely on very frequent CSI feedback of co-phasing values. However, the only thing the network needs is an updated co-phasing value, a more efficient solution may be a phase re-synchronization procedure that does not involve a CSI feedback.
As a result, a quick procedure for the two TRPs to re-calibrate their phases to a common reference, i.e. phase synchronization, would be needed, preferably right before the coherent joint-transmission of data.
The performance impact of not synchronizing the phase is analogous to what is shown in Figure 2.


[bookmark: _Ref469413214][bookmark: _Toc469522538][bookmark: _Toc469572635][bookmark: _Toc469605120]Figure 4: timing drift among TRPs

Observation 2: Accurate phase re-synchronization is needed between distributed TRPs for coherent joint transmission. This should be done either periodically or on-demand. The procedure is needed for both reciprocity-based and non-reciprocity based coherent JT.
3 Possible solutions
In general, in-device RF calibration may be used to calibrate antenna elements within a device w/o any help of over-the-air (OTA) signaling. However, in-device calibration does not address the need of inter-TRP calibration across geographically distributed TRPs, nor does it address the need of periodic phase-resynchronization that arises due to independent PLLs. To address such scenarios, over-the-air approach is required.
The over-the-air signaling may be either (1) inter-TRPs, or (2) UE-assisted. 
The inter-TRP calibration approach does not require UE involvements and thus may be more transparent to standardization. However, inter-TRP calibration may not work if the inter-TRP channel is not very strong or if the gNB does not support simultaneous transmission from a set of TRPs and reception from the other set of TRPs. Therefore, inter-TRP approach has somewhat limited applicability, whereas UE-assisted calibration works across all scenarios, at the expense of more specification work.
Figure 5 and Figure 6 illustrate inter-TRP and UE-assisted OTA calibration, respectively. In either approach, the main idea is for the central gNB to collect channel estimates on downlink and uplink directions. Then, the gNB can compare the DL and UL channels to come up with the optimal calibration coefficients.


[bookmark: _Ref471478045]Figure 5: inter-TRP OTA calibration


[bookmark: _Ref471478046]Figure 6: UE-assisted OTA calibration

Inter-TRP OTA calibration procedure:
· For each TRP 
· Step 1: TRP  sends RS 
· Step 2: All the other TRPs measure the channel for the link  and report to the central unit. 
· Step 3: Central gNB computes calibration coefficients and stores them in memory.

UE-assisted OTA calibration procedure:
· Step 1: gNB chooses a set of assisting UEs , and subsequently a set of links  from which to perform calibration.
· For each calibration link :
· Step 2: TRP e sends downlink RS (e.g. CSI-RS) and requests uplink RS (e.g. SRS) from the UE u.
· Step 3: UE u sends uplink RS (e.g. SRS) and explicit channel feedback (based on downlink RS measurement) to the TRP e.
· Step 4: Central gNB computes calibration coefficients and stores them in memory.

The phase synchronization can be regarded as a lightweight calibration in the sense that one just needs to estimate a single phase term per each TRP. Therefore, the phase synchronization can utilize a very similar procedure as calibration. That is, phase synchronization may be done either by inter-TRP OTA or UE-assisted OTA.
Proposal 1: Define over-the-air reciprocity calibration and synchronization schemes, either inter-TRP or UE-assisted, or both.
4 Potential spec impact
Among the inter-TRP and UE-assisted OTA schemes, inter-TRP approach obviously has less spec impact, because it can be made relatively transparent to the UEs.
To support inter-TRP OTA calibration and/or phase synchronization, potential spec impact includes:
· Define reference signals for the inter-TRP channel and/or phase measurement.
· The RS may reuse or have similar design as CSI-RS or SRS.
· Considerations in the RS design or special/reserved slot structure to make sure that the inter-TRP RS transmission does not confuse UEs.

To support UE-assisted OTA, in addition, potential spec impact includes:
· Define downlink reference signal
· The RS may reuse or have similar design as CSI-RS.
· Define uplink reference signal
· The RS may reuse or have similar design as SRS.
· Explicit channel feedback
· The resolution required for the explicit channel feedback may be different (e.g. requiring higher accuracy) compared to the regular explicit channel feedback.
· Analog feedback is a possibility.

Proposal 2: Define slot structure, RS, and channel feedback for supporting OTA-based reciprocity calibration and phase synchronization procedures.

5 Conclusions 
In this contribution we discussed channel reciprocity calibration of the network-side antenna elements, mainly aiming distributed MU-MIMO and coherent joint transmission. We discussed the need and benefit of the calibration, proposed over-the-air calibration framework, and discussed potential spec impact.
Our observations and proposals are summarized below.
Observation 1: Reciprocity-based MU-MIMO and coherent joint transmission performance are very sensitive to the imperfect reciprocity. Therefore, accurate reciprocity calibration is needed.
Observation 2: Accurate phase re-synchronization is needed between distributed TRPs for coherent joint transmission. This should be done either periodically or on-demand. The procedure is needed for both reciprocity-based and non-reciprocity based coherent JT.
Proposal 1: Define over-the-air reciprocity calibration and synchronization schemes, either inter-TRP or UE-assisted, or both.
Proposal 2: Define slot structure, RS, and channel feedback for supporting OTA-based reciprocity calibration and phase synchronization procedures.
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