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Introduction
From last meeting, we had the following agreement and conclusion for eMBB data channel:
Agreement:
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 
· {8192, 256}, {8192, 512}, {8192, 1024},
· {FFS near 8192, 320}, {FFS near 8192, 384}
· The exact {Kmax, Zmax} pair to be selected from the above 5 at RAN1#88
Conclusion:
· Evaluations at BLER of a single code block = 1e-2 (for performance comparison between codes) and 1e-4 (for the purpose of comparing the error floor performance of the codes)
· (Note that this does not preclude other comparison criteria)
Based on these agreement and conclusion, we present the considerations of LDPC code design for eMBB data channel.
Comparison of LDPC code design parameters
When designing LDPC codes, several aspects are considered, such as complexity, throughput and performance because those have trade-off relationship. So we carefully review the trade-off to select good LDPC design parameters. 
2.1 Decoder architecture for high throughputs
As for one of NR requirements, the peak throughputs of DL and UL are required as 20 Gbps and 10 Gbps.  To satisfy these requirements is highly related with LDPC decoder architecture. In order to achieve 20 Gbps throughput, two types of LDPC decoder have been discussed. One is row-parallel decoder, the other is multiple block-parallel decoder [2, 3, 4].
1) Row-parallel Decoder 
In order to increase throughputs, several companies consider row-parallel decoder. And LDPC in some communications standards are designed to employ this decoder structure, for example, 802.11.ad and 802.15.3c. But these LDPC codes for row parallel decoder have small information length (< 2K) with base graph and small Z (< 100), which leads to implementable H/W. Because in case of row-parallel decoder, the H/W complexity highly depends on logics, such as shifting network and check-node-update logic rather than memory and the amount of logic is proportional to lifting-size and check node degree, row parallel decoder architecture may not be suitable for large base graphs and large lifting size.
Observation 1: Row-parallel decoder is not suitable for LDPC decoder having large base graphs and large lifting size.
2) Multiple block-parallel Decoder 
We think multiple block-parallel decoder is suitable for high throughputs in considering decoder complexity. The parallelism, P is defined as P=CZ, where C is number of core, Z is lifting size. For same parallelism, each pairs have different C. For example, in order to have P=1024, {8192,256} pair have C=4 and Z=256 and {8192,512} pairs have C=2, Z=512. The following tables (1 and 2) are recapped from parts of [4],  where we can see that if the parallelism is same, the complexity and throughputs are also very close, regardless of base graph size. See the dotted-box in Table 1 and 2.

	Rate
	{8192,512} (66x82,Z=500), p=4
	{8192,256} Code B (66x82,Z=250), p=4

	
	Peak throughput
	Real throughput
	Nc
	Dv
	Peak throughput
	Real throughput
	Nc
	Dv

	
	Number of cores (C)
	
	
	Number of cores (C)
	
	

	
	1
	2
	3
	4
	5
	1
	2
	3
	4
	5
	
	
	1
	2
	3
	4
	5
	1
	2
	3
	4
	5
	
	

	8/9
	9.4
	18.4
	28.1
	35.6
	44.4
	8.5
	15.2
	21.3
	25.4
	29.6
	2
	2.9
	4.7
	9.4
	14.0
	18.4
	23.2
	4.2
	7.4
	10.1
	12.1
	14.0
	5
	3.0

	5/6
	7.5
	14.8
	22.2
	29.6
	35.6
	6.9
	12.7
	17.8
	22.2
	25.4
	2
	3.2
	4.0
	7.8
	11.9
	15.7
	19.8
	3.5
	6.2
	8.5
	10.3
	11.9
	6
	3.3

	3/4
	6.1
	12.1
	18.4
	24.2
	29.6
	5.7
	10.7
	15.2
	19.0
	22.2
	2
	3.6
	3.3
	6.5
	9.7
	13.0
	16.2
	2.9
	5.2
	7.0
	8.6
	9.9
	7
	3.6

	2/3
	5.2
	10.5
	15.7
	20.5
	25.4
	4.9
	9.4
	13.3
	16.7
	19.8
	2
	3.9
	2.7
	5.4
	8.1
	10.7
	13.3
	2.4
	4.3
	5.9
	7.2
	8.3
	8
	3.9

	1/2
	3.6
	7.1
	10.7
	14.0
	17.8
	3.4
	6.6
	9.5
	12.1
	14.8
	2
	4.4
	1.9
	3.8
	5.6
	7.5
	9.4
	1.7
	3.2
	4.4
	5.4
	6.3
	9
	4.3

	2/5
	2.8
	5.6
	8.5
	11.1
	14.0
	2.7
	5.3
	7.7
	9.9
	12.1
	2
	4.5
	1.5
	2.9
	4.4
	5.8
	7.3
	1.4
	2.5
	3.5
	4.4
	5.2
	10
	4.4

	1/3
	2.4
	4.7
	7.1
	9.4
	11.9
	2.3
	4.5
	6.6
	8.5
	10.5
	2
	4.5
	1.2
	2.4
	3.6
	4.8
	6.1
	1.1
	2.1
	3.0
	3.8
	4.5
	10
	4.5


Table 1. Throughput estimations for {8192,512} and {8192,256} pairs

	
	{8192, 512}
	{8192, 256} (Code B)

	
	Number of cores (C)
	Number of cores (C)

	
	1
	2
	3
	4
	5
	1
	2
	3
	4
	5

	Memory (millions)
	0.504
	0.504
	0.504
	0.504
	0.504
	0.502
	0.502
	0.502
	0.502
	0.502

	MUXes (millions)
	0.059
	0.119
	0.178
	0.237
	0.297
	0.026
	0.052
	0.079
	0.105
	0.131

	ADDERs (millions)
	0.035
	0.070
	0.105
	0.140
	0.175
	0.018
	0.035
	0.052
	0.070
	0.087

	Total gates (millions)
	0.787
	1.070
	1.353
	1.636
	1.919
	0.633
	0.764
	0.895
	1.026
	1.157


Table 2. Complexity estimations for {8192,512} and {8192,256} pairs
Observation 2: If parallelism is same, the complexity and throughputs are very similar, regardless of base graph size.
Proposal 1: When considering H/W complexity, multiple block-parallel decoder structure is suitable for high throughputs.
2.2 Maximum lifting size
For simple comparison, we assume QC-LDPC Shifting Network (QSN) is used for shift network. The QSN switch can support any rotation value and any lifting size up to Zmax. The required complexity of number of 2-1 MUXs would be  [5].
	
	Zmax (number of Core)

	
	1024 (C=1)
	512 (C=2)
	256 (C=4)

	Number of stage
	11
	10
	9

	Number of 2-1 MUXs
	19458
	17412 (=2x8706)
	15727 (=4x3842)

	Scaling complexity
	124 %
	110 %
	100 %


Table 3. Each lifting size complexity
From Table 3, it is shown that Zmax=256 has less complexity than Zmax=512 and 1024.
Observation 3: Smaller lifting size provides relatively less complexity with same parallelism. And large lifting size have more stages, which would make critical paths for high speed clock.
2.3 Performance Considerations
We evaluate the performance to verify waterfall and error floor characteristics and compare them with LTE-turbo code performance.
	Channel
	AWGN

	Modulations
	QPSK

	Code rates
	2/3, 3/4, 5/6, 8/9

	Code block size
	6000, 8000

	Decoding algorithm
	Sum product (flooding)
Max. iteration = 50



· {8192, 256} pairs is referred from [6]
· {8192, 512}-1,2 pairs are referred from [7, 8]
· {8192, 1024} pair is referred from matrix-A in [9]
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 It is observed that the performance of between {8192,256} and {8192,512} shows much comparable each other. But {8192, 1024} pair shows bad performance, moreover it shows sever error floor at 1e-4.
Observation 4: The performance of between {8192,256} and {8192,512} pairs looks comparable.
Observation 5: {8192,1024} pair shows worst performance, moreover it shows severe error floor.
[bookmark: _GoBack]Proposal 2: At least {8192, 256} and {8192, 512} pairs should be considered for LDPC design parameters for eMBB.

Conclusions
In this contribution, we considered LDPC design parameters that we agreed from last meeting. In consequence, we have the following observations and proposals.
Observation 1: Row-parallel decoder is not suitable for LDPC decoder having large base graphs and large lifting size.
Observation 2: If parallelism is same, the complexity and throughputs are very similar, regardless of base graph size. 
Observation 3: Small lifting size provides relatively less complexity with same parallelism. And large lifting size have more stages, which would make critical paths for high speed clock.
Observation 4: The performance of between {8192,256} and {8192,512} pairs looks comparable.
Observation 5: {8192,1024} pair shows worst performance, moreover it shows severe error floor.
Proposal 1: To achieve peak throughputs, multiple block-parallel decoder should be considered.
Proposal 2: At least {8192, 256} and {8192, 512} pairs should be considered for LDPC design parameters for eMBB.
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