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Introduction
In RAN1#87 meeting, discussions on channel estimation reduction were held, and the following is agreed [1]. 
Agreements:
1. NR supports at least following functionalities
· At least for eMBB, in one OFDM symbol, multiple CCEs cannot be transmitted on the same PRB except for spatial multiplexing to different UEs (MU-MIMO).
· A PDCCH candidate consists of a set of CCEs. A CCE consists of a set of REGs. A REG is one RB during one OFDM symbol.
· For one UE, the channel estimate obtained for one RE should be reusable across multiple blind decodings involving that REs in at least the same control resource set and type of search space (common or UE-specific).
· At least for DL data scheduled for a slot, the DL data DMRS location in time is not dynamically varying relative to the start of slot.
The UE operates the blind decoding to find PDCCH but it is necessary to reduce the process load. With the hierarchical structure, the channel estimation results of some candidates can be reused to decode other control channel candidates of other aggregation levels. On the other hand, however, the hierarchical structure may increase the blocking probability particularly between UEs with high AL and low AL if their candidate CCEs are overlapped. Thus, blind decoding candidate design should take both into account – channel estimation reduction and flexibility of control channel scheduling and blocking probability. 
In this contribution, we provide some further considerations for the hierarchical search space design.

Discussions on search space allocation
The main issue we should consider is the trade-off between the channel estimation load reduction and the blocking problem. Thus we can discuss the various search space allocation scheme to reduce the blocking probability.

Consideration of multiple hierarchical structure sets
In current blind decoding candidates, it determines first CCE index to start blind decoding per AL, and searches consecutive m candidates. For hierarchical structure, CCEs searched in each AL would be placed locally in CCE index domain. Thus, if two UEs would have similar starting CCE index, it can lead potential blocking. To keep some benefits of the channel estimation reduction, search spaces need to maintain hierarchical structure, however the search space is also need to be spread somewhat.
Each search space of ALs has more than one candidate. With these candidates, we can make the search space candidate groups. In the lower ALs, those can have more candidates than higher ALs, thus multiple candidates of the lower ALs can be grouped with one or a few candidates of the higher ALs. To maximize channel estimation processing reduction in the case of that UEs are searched all candidates in most cases, it is natural to consider determining CCE indices for the highest AL first and then place lower AL CCEs within CCEs for the highest AL. Assuming tree-structure is maintained i.e., starting CCE of aggregation level L is restricted by CCE indices which are multiple of L (e.g., 0, L, 2 *L, ...), if starting CCE is determined based on the highest AL, it is likely that more UEs will be mapped to the same set of CCE indices particularly in a small bandwidth. For UEs would have the same starting CCE for the highest AL may have collision in lower ALs as well depending on hierarchical structure. If lower ALs are placed deterministically based on the starting CCE from the highest AL as shown in blow, UEs with the same starting CCE would collide in every AL. 


Figure 1. The search spaces based on the starting CCE from the highest AL
To avoid the total collision, one possible solution is to take at least two starting CCEs of the highest AL where lower ALs candidates can be placed in one of starting CCEs. 
Each group can have the same number of candidates or different number of candidates. The candidate number balancing problem can be considered according to the channel condition. And hierarchical structures of the candidate groups can be allocated directly next to the other groups or be split up (Figure 2). 
Proposal 1: Starting CCEs index of each aggregation level L is restricted by multiple of L. 
Proposal 2: In hierarchical structure, total/extensive overlap of candidate CCEs for different UEs in all ALs should be avoided.
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Figure 2. The multiple hierarchical structure sets (a: symmetric, b: asymmetric)
Blind Decoding Candidates in Hierarchical Structure
As mentioned before, if tree-structure is maintained, to achieve hierarchical structure, it is likely that more UEs would have the same starting CCEs when starting CCEs are determined based on the highest AL. Thus, some randomness in determining CCEs for lower AL seems necessary to mitigate potential blocking issue. 
The basic option for hierarchical structure is to determine starting CCE for BD for all ALs assuming the highest AL. In other words, L is assumed to be fixed in equation (1) as the highest AL for all aggregation levels. Figure 3 illustrates candidates in logical CCE domain. 

                        (1)                                          .
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Figure 3. The hierarchical structure that all ALs have same starting point
When this option is used, as discussed before, UEs have the same hashing function or same starting would collide in every AL monitored, and collision between two UEs cannot be avoided. 
To mitigate this issue, some randomization of lower ALs within candidate CCEs of higher AL seems necessary as discussed in below. 

· Option 1. Lower AL candidates are randomly located within higher AL candidates.
In this option, starting CCE of a lower AL candidate is determined by starting CCE index of the higher AL and the randomly selects offset. There can be two options to select higher AL, i.e., the AL next above the target AL or the highest AL can be chosen. With this approach, starting CCEs can be determined by
		Starting CCE index = 
, 
For each AL,  is selected randomly. The following figure 4 shows an example. Random selection value for each AL may be determined based on UE RNTI.
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Figure 4. The hierarchical structure with the random starting CCE index
· Option 2. The search spaces of ALs are partially overlapped.
The search spaces of ALs can be overlapped partially (Figure 5). In this option, the channel estimation information is also shared partially, however the available region for the search space allocation can be more secured. Difference between Option 1 and Option 2 is the value of offset or random value range that each AL can choose from. The starting CCEs can be determined by
		Starting CCE index = 
, 

[image: ]
Figure 5. The hierarchical structure that the search spaces of ALs are partially overlapped
Proposal 3: Randomization function in each AL seems still necessary.

· Option 3. The search spaces of ALs are distributed over CCEs of the highest AL.
The search space may be allocated consecutively, however the distributed allocation can be considered. In this option, two steps to decide the starting point of search space is necessary. At the first, the search space of the highest AL is allocated. The highest AL means that it is not the actual highest AL of the PDCCH format but the highest AL of the using ALs. Secondly, the search space of the highest AL is divided the candidate length of the lower AL. The divided points becomes ‘the candidate starting point’ of the lower AL. For the allocation of the lower AL search space, one of these candidate starting points can be chosen randomly (Figure 6).  
The candidate starting point = 
 Additional CCE index (randomly selected)
The reason why ‘the candidate starting point’ is decided according to the lower AL’s search space length is that the unoccupied space should be usable. If the unoccupied space length is not matched with the length of other candidates, this space is wasted. In this Option, blocking probability can be reduced.
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Figure 6. The hierarchical structure with the candidate starting point

Proposal 4: The starting points of the lower AL candidates can be defined as the points which divide the search space of the highest AL into an integer.

It is proposed that some randomization among candidates of different ALs in the set of candidates in the hierarchical structure should be further considered. 

Conclusion 
In this contribution, we discuss on hierarchical search space design. Based on the discussion, we obtained following proposals.
Proposal 1: Starting CCEs index of each aggregation level L is restricted by multiple of L. 
Proposal 2: In hierarchical structure, total/extensive overlap of candidate CCEs for different UEs in all ALs should be avoided.
Proposal 3: Randomization function in each AL seems still necessary.
Proposal 4: The starting points of the lower AL candidates can be defined as the points which divide the search space of the highest AL into an integer.
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