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1 Introduction

At the previous RAN1 WG meeting, the congestion control for V2V communication was discussed and the following agreements were made:

	· Confirm the WA (100ms in absolute time) of CBR measurement duration:

· RAN2 can discuss whether any high layer operation is needed on CBR measurement.

· Additional measurement for SA pool is supported for SA-data non-adjacent case.

· A V-UE measures all the resource pools configured as transmission pools.

· FFS measurement on exceptional pools.

· It is up to RAN2 how to report multiple measurements.

· Adaptation of the allowed set of values of radio-layer parameters is supported for congestion control.

· Both eNB-assisted and UE autonomous transmission parameter (re)configuration are supported

· Transmission parameter (re)configuration based on CBR and priority are supported

· FFS which transmission parameters are (re)configured.

· FFS whether resource reselection is immediately triggered in the event of parameter adaptation

· An occupancy ratio metric is defined

· CR is defined as the total number of sub-channels used by the UE for its transmissions divided by the total number of configured sub-channels over a measurement period  of  [1000]ms 

· Working assumption: The set of radio-layer parameters whose allowed values can be restricted by congestion control are the following:

· Maximum transmit power (including zero power transmission); Range on number of retransmissions per TB; Range of PSSCH RB number (according to subchannel size); Range of MCS; Maximum limit on occupancy ratio (CR_limit)

· FFS whether resource reservation interval needs to be included.

· Lookup table links CBR range with values of the transmission parameters for each PPPP

· Can be configured or preconfigured. Details up to RAN2. 

· Up to 16 CBR ranges are supported

· FFS details of UE behavior, e.g.,

· When the UE transmits MAC PDUs with different priorities.

· When and how the UE drops packet transmissions 

· Any possible impact on sensing and resource selection procedure (e.g., caused by CR_limit)

· Remove the bracket of [1000] ms in the occupancy ratio metric definition of CR.

· RAN2 can discuss whether any high layer operation is needed on CR measurement.

· FFS how frequently CR is measured, updated and whether it is further filtered or not. 

· Confirm the working assumption on the set of radio-layer parameters

· FFS whether resource reservation interval needs to be included.


In this contribution, we continue discussion on remaining details of congestion control for LTE-V2V communication. In our companion contribution, we provide results comparing different approaches for congestion control [3]. Our views on other remaining aspect of LTE-V2V communication are provided in [1]-[8].
2 Details of V2V Congestion Control
2.1 Resource Reservation Period as a Radio Adaptation Parameter

The max transmit power, range of retransmissions per TB, range of PSSCH subchannels, range of MCSs and maximum limit on occupancy ratio (CR_limit) were agreed as a radio-layer parameters, which values can be restricted by congestion control based on CBR value. Another parameter under consideration is resource reservation period. The resource reservation period can restrict inter-TB transmission time. The same effect may be achieved by controlling message generation rate at application layer. Given that CBR measurements are shared with upper layer the application layer can adapt message generation rate to control the level of congestion. In case, if application layer congestion control is not enabled, the radio-layer congestion may perform similar function. At radio-layer, there are several options that can control UE transmission rate. Therefore we analyze the following three options for congestion control mechanisms aiming to reduce amount of transmissions in a given time interval.
Option 1. Reservation period control.
In this case, the radio-layer can control the minimum time between inter-TB transmissions. For instance, the transmission rate may be decreased from 100ms to 200ms or 400ms, where all packets that were generated between transmissions and have out of latency budget are dropped by radio-layers. Alternatively, the radio-layer can just provide the value of resource reservation period to upper layers, so that upper layers generate packet with the corresponding transmission rate. The mechanism to control resource reservation period can be aligned with the resource reselection timescale, so that UE performing resource reselection can decide on the proper resource reservation period value for the upcoming reservation cycle. One potential drawback of this method is rather coarse granularity of the transmission rate control and probability that different UEs may end up with different transmission rates, which may result in unfair behavior. In addition, change of the resource reservation period also increases the time between resource (re)-selections according to legacy procedure.
Option 2. Packet dropping control.
The packet dropping at radio layer assumes that for each packet in radio-layer buffer, UE decides whether to transmit it or not based on instantaneous CBR and CR measurements. This mechanism may result in consecutive drop of the several packets depending on results of actual CBR and CR measurements. The main drawback of this approach is that it is not aligned with LTE sensing and resource selection procedure and therefore may lead to less stable system performance or degraded PRR at the same average congestion level in the system.
Option 3. Packet dropping and resource reservation period control.

This method assumes that both mechanisms are enabled, i.e. reservation period and packet dropping control. This method can provide finer granularity of the UE transmission rate and may have reduced impact on sensing and resource selection procedures for given CBR level since the amount of packets that are dropped within resource reservation time is more accurately predicted and can be limited to certain percentage.
The system level analysis of these algorithms are provided in our companion contribution [3], where based on analysis we draw conclusions, that Option 1 is the appropriate mechanism for LTE V2V congestion control.

Proposal 1
· Include resource reservation period in the adaptation of radio layer parameters.
· The min and max value of resource reservation period are configured for different CBR ranges.

2.2 Impact on sensing and resource selection procedure
In our view, congestion control should operate on top of sensing and resource selection procedure and should be rather independent from it. In other words, congestion control should minimize impact on defined sensing and resource selection procedure. The autonomous sensing and resource selection should also not affect congestion control behavior. On the other hand, we assume that as a result of congestion control the higher layers may restrict the value of resource reservation period selected by UE. In addition, evaluation or update of congestion control metrics may be aligned with resource reselection triggering, although it does not imply that other CBR/CR related measurements cannot be used for congestion control. In addition, we feel that impact of congestion control schemes on V2V sensing needs to be analyzed.
Proposal 2
· Congestion control operates on top of low layer sensing and resource selection procedure and should be designed to minimize impact on its performance.

2.3 CBR/CR measurement with multiple resource pools
The CBR and CR measurements were agreed for congestion control.
· CBR/CR measurements and zoning based resource selection

At the previous meeting we proposed to measure CBR metric over CBR measurement resource set which may or may not be aligned with resource pool configuration(s). Given that this proposal was not accepted by the group, we suggest that CBR/CR measurements are conducted per resource pool. In case when multiple pools are configured to enable geo-location zoning principle for resource selection, the UE can provide CBR measurement for each zone/pool and can be allowed to select resource from other zone/pool if CBR measurements corresponding to different pools show that some of the pools are underutilized. This mechanism may reduce the congestion problem in different geo-zones by borrowing resources associated with other geo-location zones in case if congestion level in these zones below preconfigured threshold.
· CBR/CR measurements on exceptional pool
The exceptional resource pools were introduced by RAN2 WG and random resource selection was agreed on these pools. We do not see strong motivation to perform CBR/CR measurements on these pools for the sake of congestion control on these pools, however we fill that this decision can be left up to RAN2 WG whether such measurements are needed for any other purpose.
Proposal 3
· CBR measurements across multiple pools can be used to enable resource pool selection for V2V transmissions.

· Pool specific CBR thresholds can be configured to enable resource selection across multiple transmit pools.

· CBR measurements can be performed for the preconfigured set of RSSI thresholds
· Do not perform congestion control on exceptional pool. Decision to perform CBR/CR measurements on exceptional pool can be left up to RAN2 WG.
2.4 CBR/CR measurement frequency and filtering

There are two main options how to measure/update CBR/CR. The first approach is to measure/update these metrics prior each packet transmission. The second approach is to measure/update CBR/CR values during resource reselection.

· CBR/CR metric update
In case of packet dropping based congestion control it is appropriate to measure/update CBR/CR prior to actual packet transmission to decide on packet transmission.
In case of resource reservation period based congestion control it is appropriate to measure/update CBR/CR prior to actual resource reselection to determine transmission parameters for resource reselection period. In our view, CBR/CR measurements/updates should be allowed since UE is expected to make a decision on resource reservation and other radio layer parameters when it performs resource reselection.
· CBR/CR Filtering
Independently of CBR/CR measurement/update approach it needs to be discussed whether CBR/CR measurements are filtered or not. The instantaneous CBR measurement is done at L1 across resources within 100ms window duration, while CR measurement is estimated over 1000ms time interval. In case, if CBR averaging is used it may cause correlated congestion decision by multiple UEs in the same proximity area especially if packet drop mechanism is applied for congestion control. In case of congestion control based on resource reservation period adaptation the averaging may be more beneficial but may cause longer adaption time.
Instantaneous (single shot) CR measurement reflects UE utilization of resources during the last second of time, while instantaneous (single shot) CBR measurements characterize system level resource utilization by all other vehicles.

Proposal 4
· CBR and CR can be measured prior packet transmission and prior resource reselection.

2.5 UE Radio-Layer Parameter Adaptation

In general, current sensing and resource reselection procedure is flexible enough to ensure that UE can change radio-layer parameters on a per packet basis, i.e. between resource reselection cycles. However, if UEs frequently update parameters for every TB transmission, it may impose certain performance loss in terms of designed sensing and resource reselection procedure, which benefits should be preserved even in case of congestion. Therefore frequent change of parameters, especially increments/increase of amount of subchannels/TTIs/TX power should be avoided as much as possible.

Observation 1
· In case of congestion control, it is beneficial to align timescale for update of MCS / Number of sub-channels / Number of TTIs / Resource reservation interval / TX power with resource reselection time scale

In order to reduce impact of congestion control on sensing procedure, it may be important to also restrict amount of updates that UE can perform within resource reselection cycle. For stable sensing performance, UEs may increase MCS, reduce number of occupied subchannels or TTIs, reduce power in order to avoid collisions with UEs performing resource reselection. However, increment of number of utilized subchannels, TTIs, TX power is not desirable as discussed below:
· Transmit power – in general can be updated on a per packet basis. From sensing and resource selection perspective, the reduced TX power should not cause any damage to the system, if it is updated between resource reselection time instances, however increase of TX power may cause problems for reception of collided transmissions.
· MCS – in general can be updated on a per packet basis to accommodate different packet sizes. It does not have impact on sensing and resource selection procedure and thus can be updated more frequently.
· Number of occupied sub-channels - in general can be updated on a per packet basis. From sensing and resource selection perspective, the reduced number of sub-channels should not cause any damage to the system, if it is updated (i.e. reduced) between resource reselection time instances. The increase of the number of occupied sub-channels may cause unnecessary resource collisions.
· Number of TTIs – in general can be updated on a per packet basis. From sensing and resource selection perspective, the reduced number of TTIs should not cause any damage to the system, if it is updated between resource reselection time instances.
· Resource reservation interval – should be update at resource reselection time scale in order to avoid impact on sensing and resource selection.

Proposal 5
· In case of congestion control, the amount of radio layer parameter updates within resource reselection cycle can be limited
· Amount of attempts to increase/increment number of used TTIs, number of occupied sub-channels, TX power that can be done within resource reselection cycle can be limited (pre-configured).

· Amount of attempts to decrease/decrement number of used TTIs, number of occupied sub-channels, TX power that can be done within resource reselection cycle can be limited.

2.6 UE Behavior Related to CR_limit
The CR_limit can be used to guide UE behavior during resource reselection procedure and for the case of packet dropping at radio layers. In the following, we assume that CR_limit values are tabulated (preconfigured) for each CBR range. In this case, the CR_limit can be used to adjust parameters during resource reselection and for packet dropping:
· Resource reselection

During resource reselection UE can evaluate CBR and determine CR_limit. UE can adjust radio-layer transmission parameters in order to be compliant with limits sets by congestion control. Details how UE adjusts these parameters can be left up to UE implementation. However, it may be desirable to define pre-configured priority for applying certain congestion control mechanism, if several mechanisms are simultaneously configured. For instance UE may be requested to perform MCS based control, and if it is not sufficient then sub-channelization and then number of TTIs and so on.
Proposal 6
· eNB can pre-configure priority order for congestion control mechanisms

· MCS update > Sub-channelization update > Number of TTIs > Resource reservation interval update > Packet dropping
· Packet dropping

Packet dropping can be applied at the per packet level. In order to make a decision on MAC PDU transmission UE may evaluate CR_limit for packet. The packet drop ratio within given resource reselection interval can be pre-configured and controlled by UE. The UE should avoid dropping consecutive packets within the same resource reservation period. The maximum packet drop ratio can be controlled by pre-configuration for each resource reservation interval and UE should not exceed that in case if there is a traffic.

Other than that, we do not see the need to define detail UE behavior in terms of how to select MCS or proper number of sub-channels, or number of TTIs, etc.
2.7 Handling of MAC PDUs with Different Priorities
It was agreed that CR_limit is defined for each PPPP. In our view, high priority packets should not be blocked in any means by transmission of lower priority packets, therefore we assume that CR can be calculated for each PPPP value. Let’s consider example when UEs transmit packets with different priority levels P1 < P2 < P3 < P4. In this case, UEs should be able to estimate channel occupancy ratio CRP1, CRP2, CRP3, CRP4 for packets with different priority levels. In case of congestion control, high priority packets should not compete with lower priority packets. It means that even if channel occupancy ratio for low priority packets was utilized, it should not affect UE decision to transmit the higher priority packet or select resource reservation interval based the high priority limit. This can be translated into the following rule:

CRP4 < CRP4_limit;
CRP3 + CRP4 < CRP3_limit;
CRP2 + CRP3 + CRP4 < CRP2_limit;
CRP1 + CRP2 + CRP3 + CRP4 < CRP1_limit.

This rule translates into the following UE behavior in terms of resource selection and actual transmissions:

CRP4 < CRP4_limit - UE transmitting priority 4 packet should ensure this condition;
CRP3 + CRP4 < CRP3_limit - UE transmitting priority 3 packet should ensure this condition;
CRP2 + CRP3 + CRP4 < CRP2_limit - UE transmitting priority 2 packet should ensure this condition;

CRP1 + CRP2 + CRP3 + CRP4 < CRP1_limit - UE transmitting priority 1 packet should ensure this condition.

Proposal 7
· UE estimates channel occupancy ratio per PPPP.

· Transmission of higher priority packets is not affected by transmission of low priority packets.

2.8 Dropping of Packet Transmissions
UE should be allowed to drop packet at radio layers in case of congestion. From sensing and resource selection perspective the preferable way is to adjust resource reservation interval. On top of that UE can additionally drop limited number of packets if it does not cause resource reselection as it was agreed at the last RAN1 WG meeting: “Resource reselection is triggered if UE skips N consecutive transmission opportunities where N is (pre)configured from [1, 2, 3, 4, 5, 6, 7, 8, 9]”.

Proposal 8
· In case of congestion control, the number of possible consecutive packet drops without causing resource reselection is pre-configured by eNB.

3 Multi-Channel Load Balancing 
In general case, multiple frequency channels can be assigned for delivery of V2X services. In this case, we assume that each V2V service may have assigned frequency channels and associated priority level to occupy this channel (e.g. primary or secondary channel) for V2V communication. In other words, there can be indication at upper layers on channel specific priority to utilize the particular channel for given service. 
For instance, the primary and secondary channels can be assigned to each V2V service type. Alternatively, the service specific channel priority levels can be identical. In any of these scenarios, UE can measure the overall channel loading by utilizing congestion metric and select the appropriate frequency channel for communication. However, if service specific priorities are assigned to each channel, the UE can be expected to prioritize the channel that has higher priority for given service delivery unless this channel is overloaded or congested at radio layer. In later case, UE can be expected to select non-overloaded channel that has highest priority for the given V2V service to be delivered.
In case if multiple channels have equal priority for each V2V service, the several strategies can be possible for channel selection from radio-layer perspective:

1) Select less congested channel (channel load balancing) - this strategy does not depend on V2V service distribution across channels and aims to reduce congestion at each channel.
2) Select channel where given V2V service has dominant presence independently of the channel loading (assuming that there is no channel overloading).
In our view, this topic should be discussed across multiple working groups WG and in order to make a decision on radio-layer behavior the consideration from RAN2 and SA WGs should be taken into account to provide aligned system behavior.

4 Conclusions

In this contribution, we provided our views on LTE-V2V congestion control and physical layer parameters that can be used for congestion control. In summary, we have the following set of proposals:
Proposal 1
· Include resource reservation period in the adaptation of radio layer parameters.

· The min and max value of resource reservation period are configured for different CBR ranges.

Proposal 2
· Congestion control operates on top of low layer sensing and resource selection procedure and should be designed to minimize impact on its performance.
Proposal 3
· CBR measurements across multiple pools can be used to enable resource pool selection for V2V transmissions.

· Pool specific CBR thresholds can be configured to enable resource selection across multiple transmit pools.

· CBR measurements can be performed for the preconfigured set of RSSI thresholds
· Do not perform congestion control on exceptional pool. Decision to perform CBR/CR measurements on exceptional pool can be left up to RAN2 WG.
Proposal 4
· CBR and CR can be measured prior packet transmission and prior resource reselection.

Proposal 5
· In case of congestion control, the amount of radio layer parameter updates within resource reselection cycle can be limited

· Amount of attempts to increase/increment number of used TTIs, number of occupied sub-channels, TX power that can be done within resource reselection cycle can be limited (pre-configured).

· Amount of attempts to decrease/decrement number of used TTIs, number of occupied sub-channels, TX power that can be done within resource reselection cycle can be limited.

Proposal 6
· eNB can pre-configure priority order for congestion control mechanisms

· MCS update > Sub-channelization update > Number of TTIs > Resource reservation interval update > Packet dropping
Proposal 7
· UE estimates channel occupancy ratio per PPPP.

· Transmission of higher priority packets is not affected by transmission of low priority packets.

Proposal 8
· In case of congestion control, the number of possible consecutive packet drops without causing resource reselection is pre-configured by eNB.
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