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Introduction
In RAN1 AH_NR Meeting [1], the following were agreed for the LDPC code:
Working Assumption: 
· For at least one base graph, 
· the parity check matrix consists of five sub-matrices (A, B, C, D, E)
 (
A
C
D
E
B
)
· A may contain systematic and parity bits
· B: 
· B is not necessarily square
· One of the columns has weight-three 
· The columns of B after the weight-three column have a dual diagonal structure, e.g.:
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· C is a zero matrix
· E is an identity matrix for the above base graph
· Other structures can be considered for other base graph(s), if any
· Can be revisited if another structure is shown to be superior in performance and complexity

Agreement:
· Number of base graphs NBG is FFS between 1, 2 and 3, considering the trade-offs
· If NBG >1, 
· Each base graph covers a different range of block sizes and/or code rates (not necessarily precluding partially overlapping ranges)
· FFS whether one range can be fully covered by another range
Agreement: 
· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 
· {8192, 256}, {8192, 512}, {8192, 1024},
· {FFS near 8192, 320}, {FFS near 8192, 384}
· The exact {Kmax, Zmax} pair to be selected from the above 5 at RAN1#88
Agreement:
· Base graph for supporting Kmax has minimum code rate Rmin,kmax = ~1/3 
· ‘~’ means approximately
· This does not preclude extending the same base graph to code rate lower than ~1/3 when supporting K<Kmax, provided that the number of variable nodes (after lifting) of any parity check matrix, Nmax, is not exceeded, where:
· Nmax = Kmax / Rmin,kmax + Nsys,punct
· Nsys,punct is the number of built-in punctured systematic bits
· Base graph for any info block sizes K has
· Rmin,k >= ~1/5, provided that Nmax is not exceeded
In RAN1 AH_NR Meeting we optimized the proposed LDPC codes in [2]. In this contribution, we further discuss the detail of the LDPC code design for eMBB. 
Description of the evaluate code
The evaluations are mainly performed based on the agreed simulation assumptions in [1]. Following notations are used for convenience:
1.1 Symbol description
Pb:The number of puncturing column in the base matrix
z: The Lifting size of base matrix
Kb: The column number of information bits in base matrix of LDPC code
K: The number of information bits  
Kmax:The maximum information block size
Kmin:The minimum information block size
N: The number of transmission bits
R: Code rate  
w:lifting circulation coefficient
Fd: Doppler shift  
Ts: Symbol period
The normalized Doppler shift= Fd* Ts
1.2 Simulation description
· AWGN channel/Fading channel
· QPSK
· Design code rate={1/3,2/5, 1/2, 2/3, 3/4, 5/6, ,8/9} 
· Information block length(bits) ={400, 1008}
· SPA with 50 iterations

Characteristic of proposed LDPC codes
In this section, some key characteristics of LDPC parity-check matrix are discussed.
1.3 Number of base graphs
Uniform base matrix means that code base matrix is derived from a uniform base matrix for any code block size or code rate. Three or more base matrices of LDPC codes is hard to achieve IR-HARQ with high complexity of routing network. Furthermore, performance gain between single base matrix and multiple base matrixes does not appear to be significant.
Proposal 1: Number of base graphs is at most 2.
1.4 Kmax and Zmax
If largest shift size is the power of 2, the shifting network of LDPC has potential to be implemented by efficient means. Considering the constraint of largest info block size, we could set the largest info block size Kmax and the largest shift size Zmax as {8192, 256} or {8192, 512}.
Proposal 2:  For the proposed LDPC codes, the largest info block size Kmax and the largest shift size Zmax should be {8192, 256} or {8192, 512}.
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1.5 Construction process of basic code family
The basic code family with code rate R and information length K. Parameters R and K are in the range of supported code parameters of basic code family. The following procedures are the steps of constructing the parity check matrix of target code.
Step 1：Design original base matrices for Code family A and code family B;

Step 2: Generate the parameters CPM  size 

Step 3: Choose  lifting circulation coefficient w for z

Step 4: Generate modified base matrices based on original base matrices and lifting circulation coefficient w;
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H is constructed by replacing the entry in modified base matrix with a circulant permutation matrix or with a zero-matrix. 

Step 6: Generate the parity check matrix from matrix H

Based on above steps, LDPC codes with various information lengths K and code rates R can be constructed.
1.6 Code parameters of proposed LDPC codes

Table 1 Code parameters of proposed LDPC code
	Code family
	kb
	Pb
	Rmax
	Rmin
	Kmin
	Kmax

	A
	16
	2
	8/9
	1/5
	96
	8192



An example of proposed LDPC codeis shown in figure 1.
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Figure 1：Example of proposed LDPC code with code family B(z=25, K=400, R=8/9)

Flexibility of LDPC codes
In this part, some key characteristics of proposed LDPC parity-check matrix are discussed.
1.7 Lifting method
LDPC code ensembles with predefined structure can be constructed by means of protograph. By applying a graph lifting operation, Tanner graphs of various sizes can be constructed that preserve the rate, degree distribution of the protograph. 
We first determine the parameters CPM size 
For a given z, we choose a lifting circulation coefficient w (w should be carefully chosen to optimize the performance)
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Proposal 3:  The modified base matrix could be derived from original base matrix by lifting size z and lifting circulation coefficient w. 
1.8 Puncturing and Shortening method
For a set of discrete lift values, the single-bit information block length granularity should not be supported by lifting only. Thus,  we can use puncturing and shortening methods to adjust the information block size and to achieve the flexibility of code rate.  Support of puncturing and shortening should also be considered. We divide the puncturing bits into two categories; they are puncturing at systematic column and parity column.  In base matrix, the first column of systematic part is always punctured. The last bits in the parity column are punctured as needed. If K is not an integral multiple of the information bits, the codeword should be shortened.  Number of zeros can be padded at the tail of the systematic bits. An example of puncturing and shortening is shown in Figure 2.


Figure 2: Structure of Proposed LDPC code

Encode process of LDPC code


Figure 3: Diagram of IR-LDPC code

The block diagram of IR-LDPC code flow chat is shown in Figure 3. After the IR-LDPC code encoder, the code block of N transmitted bits was permuted  by an interleaver.   The corresponding deinterleaver is performed at the receiver before the IR-LDPC decoder.
1.9 Interleaver for LDPC code
It is well known that the LDPC code has a built-in interleaver. For raptor-like structure, LDPC codes interleaver within one codeword is beneficial to battle against burst error caused by fast fading channel. An example of LDPC with/without interleaver is shown in Figure 4. In fading channel, the LDPC codes with a random interleaver outperform the LDPC codes without interleaver by about 1.0 dB coding gain at the BLER of 10-3(K=1008bits, R=1/2, QPSK modulation, Fd=200,Ts=0.00005).
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Figure 4: Performance comparison of LDPC with interleaver and without interleaver.
(K=1008, R=1/2, QPSK modulation)

The process of LDPC encoding, preprocessing and permutation are shown in Figure 5.



Figure 5: The process of LDPC encoding, processing and permutation

Observation 1: Permutation within one LDPC codeword is efficient to combat burst error of fading channel.
Evaluation on Performance
1.10 Performance of LDPC with K=400，R=8/9~1/5
[image: ]
Figure 6：The performance of proposed LDPC with K=400, R=1/5~8/9 and QPSK modulation.

Conclusions
In this contribution, we discuss the LDPC code design for eMBB. The above discussion is summarized with following observations and proposals:
Observation 1: Permutation within one LDPC codeword is efficient to combat burst error of fading channel.
Proposal 1: Number of base graphs is at most 2.
Proposal 2:  For the proposed LDPC codes, the largest info block size Kmax and the largest shift size Zmax should be {8192, 256} or {8192, 512}.
Proposal 3:  The modified base matrix could be derived from original base matrix by lifting size z and lifting circulation coefficient w. 
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