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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding scheme is listed as an area to investigate. In RAN1#84bis meeting, simulation assumptions were agreed for the eMBB, URLLC, and mMTC scenarios.  In RAN #87bis meeting, the agreement was reached to use LDPC codes for eMBB for both UL and DL data channels. For UL control channel, an agreement was reached to adopt Polar codes (except for very small block lengths where repetition/block coding may be preferred). For DL control channel, working assumption is to adopt Polar Coding (except FFS for very small block lengths where repetition/block coding may be preferred).
[bookmark: _Ref178064866]Although the original polar code, as proposed by Arikan [1], was proven to be capacity achieving with a low-complexity SC decoder, the finite-length performance of polar codes under SC is not competitive compared to other modern channel coding schemes such LDPC and Turbo codes. A more complex decoder, namely the SC list (SCL) decoder, is proposed in [2], where a list of more than one surviving decision paths is maintained in the decoding process, but the resulting performance is still unsatisfactory.  In [2], it was further proposed that by concatenating a linear outer code, namely a CRC code, with the original polar code as inner code, the outer code can be used to check if any of the candidate paths in the list is correctly decoded.  Such a two-step decoding process significantly improves the performance and makes Polar codes competitive with that of well-optimized LDPC and Turbo codes. 
In [4], a different outer code was proposed to work together with a polar inner code, and the combined code is termed PC-polar code.  By design, the structure of the outer code can be exploited during the list decoding of the inner polar code, allowing a single-step decoding that takes into account the structures of both inner and outer codes.
In this contribution, we examine the various ways of using CRC outer code for improving Polar code error correction performance.  Note that the CRC outer code used in this contribution is only for error correction.  A separate CRC is assumed to have been embedded into the block of information bits. 
CRC with and without Interleaver
In this contribution, we study the performance of various construction of attaching outer CRC codes for the purpose of assisting with SCL decoding. As discussed in RAN1 NR ad hoc January, the CRC bits may or may not be distributed. Hence two types of CRC bits locations are studied in this contribution:
Alternative 1. Interleaved CRC bits. In this Alternative, the CRC bits are moved to the beginning of SC decoding as much as possible. This alternative belongs to a type of or distributed CRC.
Alternative 2. Non-interleaved CRC. In this Alternative, all the CRC bits are simply attached to the end of the information block as a group before Polar encoding.
Since Alternative 2 is simple and well known, only Alternative 1 is described in details in subsections below.

[bookmark: _Ref474194197]Interleaved CRC 
In this alternative, an interleaver is inserted between a CRC outer code and a polar inner code to distribute the CRC bits among the information bits before Polar encoding. 
  
The main purpose of this CRC interleaver is to distribute the CRC bits more evenly within the block of information and frozen bits. This is in contrast to Alternative 2, which clusters the CRC bits at the end of the information block, as it is typically done.  The CRC interleaver is designed in such a way that each CRC bit only depends on the previous information bits during SC/SCL decoding. Hence the CRC bits can be used as dynamic frozen bits (or parity check bits as in [4]) to assist surviving path selection during SC/SCL decoding. 
The overall code structure being considered is illustrated in Figure 1.


[bookmark: _Ref462998927]Figure 1. Illustration of Interleaved Concatenated CRC-Polar code

In the following, we illustrate how an CRC interleaver may be computed from the dependency of each CRC bit derived from the generating matrix of CRC code.  The resulting interleaver ensures that each CRC bit depends only on the earlier information bits in order to facilitate SC/SCL decoding
Let  denote the generating polynomial of the CRC code.  For LTE control channels .  The th row of the corresponding systematic generating matrix  that satisfies , where and  denote the data bit vector and the CRC coded bit vector, respectively, can be obtained by taking a long division of  by , for each where  denotes the number of data bits.  
For example, for  and , we have
.	    		 (1)
Here we are interested in taking into account the structure of the CRC outer code during the SCL decoding of the inner polar code.  However, as shown in (1), any of the parity bits computed based on  may depend on any subsets of the information bits.  As a result, all the parity bits need to be placed at the end of the decoding process.  Since SCL decoding is sequential in nature, it is desirable to have parity bits depend on early bit decisions so that incorrect decision paths can be eliminated earlier.
This can be achieved to some extent by permuting the rows and columns of .  Specifically, it is possible to transform it into , where   is an upper block triangular matrix. In other words, there exist row and column permutation matrices,  and , such that .   The permutation matrix  specifies an interleaving function on the CRC coded bits.  Let  and   be the corresponding row and column permutation mappings of  and , respectively.
In the above example, Eq. (1) can be transformed into

, 			(2)
where the entries in red are those of  , when the rows and columns are permuted, respectively, according to the following permutation mappings:
= [3  7  4  2  6  8  5  1 14  11  10   9  12  13  15  16], and
= [3  7  4  2  6  8  5  1].
In the above example, Eq. (2) can be further transformed into
,			(3)
where the entries in red are those of  , when the columns are permuted according to the permutation mapping:
 = [3  7  14   4  11   2   6  10   8   9   5  12   1  13  15  16], 
which defines the corresponding column permutation mapping .   Note that  is an upper block triangular matrix.
Given the information bit mapping  for the inner polar code, the overall interleaving mapping is given by  for .

Simulation Results
Simulation Settings
As illustrated in Figure 1, each block of information bits (including separate CRC for error detection) is first encoded by the CRC outer encoder, whose output is then interleaved if necessary by the interleaver before being loaded into the information-bit locations of the input of the Polar encoder.  
At the receiver, we consider two kinds of decoder, which are labelled as follows.
· DF-List:  		SCL decoding using CRC bits as dynamic frozen bits or parity check bits whose values are determined by previous information bits during the SCL decoding.
· List+CRC:		SCL decoding followed by checking of each surviving paths in the final list by CRC.
A list size of 8 is used in the SCL decoding for all cases.   After decoding, the output of the decoder is deinterleaved before the detected information bits are extracted.
Two ways of placing the CRC bits are compared.  They are labelled as follows:
· Interleaved:  	Greedily move CRC bits forward one at a time as much as possible using the method described in Section 2.1 (Alternative 1).
· EoBlock:		Simply put all CRC bits at the end of the CRC coded block, i.e. non-interleaved CRC (Alternative 2).

The CRC polynomials used are those adopted in LTE [5].  
[bookmark: _GoBack]Figure 2-5 show the BLER performance of different combinations of decoders and placement of CRC bits for different number of CRC bits, code rates, and block lengths.   The code rate is measured by  where  is the number of information bits without the CRC used for error correction, and  is the code block length.
Generally, we observe that the interleaved CRC only provides gain at low code rates over end-of-block placement of CRC, which delivers solid performance when a small number of CRC bits are attached.  We also observe that performance gain can be achieved with such an interleaver only when a relatively large number of CRC bits are added for error correction.  Virtually no performance gain is observed when  is less than ¼.  The performance gain if exists is typically not sufficient to compensate for the loss due to the increased effective code rate.

Observation 1 Too many or too few CRC bits affect Polar decoding performance. 
Observation 2 Attaching CRC at the end delivers solid performance, when a small number of CRC bits are attached.
Observation 3 Distributed CRC does not deliver consistently better performance than CRC bits attached at the end of info block.
Observation 4 Performance gain with distributed CRC was observed only when the ratio between the number of CRC bits and the number of information bits (including the separate CRC bits used for error detection) is sufficiently large. 
1. To find the proper number of CRC bits to attach to assist with Polar decoding, careful study should be carried out for NR.
1. Further study if distributed CRC design can be improved to consistently deliver better performance than non-distributed CRC.
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[bookmark: _Ref474193404][bookmark: _Ref474193399]Figure 2.	Performance with Polar codes of length 64 with 8-bit CRC.
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[bookmark: _Ref462987397]Figure 3.	Performance with Polar codes of length 64 with 16-bit CRC.
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Figure 4.	Performance with Polar codes of length 128 with 8-bit CRC.
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[bookmark: _Ref474197216]Figure 5.	Performance with Polar codes of length 128 with 16-bit CRC.

Conclusions
In this contribution, we re-examine CRC as an outer code for the original polar code.  Based on the discussion, we have the following observations and proposals:

Observation 1 Too many or too few CRC bits affect Polar decoding performance. 
Observation 2 Attaching CRC at the end delivers solid performance, when a small number of CRC bits are attached.
Observation 3 Distributed CRC does not deliver consistently better performance than CRC bits attached at the end of info block.
Observation 4 Performance gain with distributed CRC was observed only when the ratio between the number of CRC bits and the number of information bits (including the separate CRC bits used for error detection) is sufficiently large. 

1. To find the proper number of CRC bits to attach to assist with Polar decoding, careful study should be carried out for NR.
1. Further study if distributed CRC design can be improved to consistently deliver better performance than non-distributed CRC.
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