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1. Introduction

At the 3GPP TSG RAN1 January NR AH meeting, the following agreement and conclusion have been achieved [1]:
Agreement: 

· The largest info block size supported by LDPC encoder Kmax and the largest shift size Zmax defined for a H matrix are selected from the following set of {Kmax, Zmax} pairs: 

· {8192, 256}, {8192, 512}, {8192, 1024},

· {FFS near 8192, 320}, {FFS near 8192, 384}

· The exact {Kmax, Zmax} pair to be selected from the above 5 at RAN1#88
Conclusion:

· At least the following criteria are considered for LDPC design comparison in addition to BLER performance
· Implementation complexity 

· Latency 

· discuss details in the email discussion. 

· Companies are encouraged to provide at least the following for the base matrix for the considered code rates: 

· Zmax 
· Total number of edges
· Maximum row weight 
· Maximum column weight 
· FFS if/how to define and compare numbers of (quasi) layers

In this contribution, we discuss the impacts of LDPC base matrix on decoder’s implementation complexity, throughput and latency. 
2. Analysis on decoder’s hardware complexity 
For a given code block size, compact base graph with smaller number of information variable node has a larger lifting factor and therefore can support a larger parallelism. The compact base graphs (as in [2] and [3]) with kbmax=16 have a max lift size of Zmax=512, while some larger base graphs (as in [4], [5] and [6]) with larger kbmax=32 have half the max lift size of Zmax=256. 
In this section, we compare the decoder’s hardware overhead of these two kind of base graphs. Note that the performance comparison of those LDPC base graphs is presented in our companion contribution [7] where the compact base graph in [2] showing a comparable or even better performance to those larger base graphs.
2.1. Hardware based on row parallel decoder
Figure 1 gives the illustration of row parallel decoder. The decoder includes memory, route network, shift network, CNU, controller and lines between them. Row parallel structure decoder can achieve high throughput with reduced complexity, which has been widely used by Gbps LDPC decoders, such as 802.11ad and 802.15.3c. 
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Figure 1 row paralleled LDPC decoder
2.1.1. Route network
Route network is the interconnections between memory slices and CNU pins. The number of CNU input pins equals to the max row weight in base matrix. The number of memory slices equals to the number of columns except that all degree one nodes can be regarded as a single slice. If the number of memory slices is large than that of the CNU pins, rout networks are needed for input and output.
· Route network for large base graphs of  kbmax=32 and Zmax =256

Figure 2 to Figure 5 illustrate the route network for LDPC base graphs in [4], [5] and [6] respectively:
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Figure 2 route network for base graphs in [4] 
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Figure 3 route networks for base graphs in [5]
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Figure 4 route network for base graphs in [6] 
To utilize a single decoder for multiple base graphs, the route network of that decoder could be more complex than any one in Figure 3. We draw the route network in Figure 5:
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Figure 5 route network for a single decoder for all base matrices in [5] 
To perform row parallel decoding, there must be selection circuits for route networks. Without taking control into account, the complexity of section circuits can be roughly estimated by the amount of “2-1 MUX” circuits.  Due to the large size of base graphs, the route networks are very complex. 
· Route network for compact base graphs of  kbmax=16 and Zmax =512
Figure 6 and Figure 7 give an illustration of route network in [3] and [2] respectively. It can be very simple due to its compact base matrix.
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	Figure 6  Route network for base graph in [3]
	Figure 7 Route network for base graph in  [2] 


If a large base graph uses direct connection from each memory slice to a dedicated pin of CNU, the complexity of route network can be reduced. Figure 8 gives the route network of [4] in this way. However, the number of CNU pins is much increased, which will result in a high complexity of shift network and CNUs.
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Figure 8 route network of [4] by direct connection

For faire comparison, we do not account the impact of row orthogonal feature in this contribution. Row orthogonal might increase the number of memory slices and CNU pins as stated in [8], which increases the complexity.
Observation 1: The hardware overhead of route network is affected by the size of base graphs. Compact base matrix can use simple route network by directly connect each memory slice with a dedicated pin of CNU.
2.1.2. Shift network
Shift network can be realized by “Banyan switch” or “QSN switch”. Figure 9 illustrates these two switches. Banyan switch can support lift size of power of 2. One Banyan switch contains log2(PM) stages and PM* log2(PM) “2-1 MUX” per bit width, where PM denotes the maximum parallelism level. QSN switch is more flexible and complex than Banyan switch. It can support arbitrary lift size and shifting values. One QSN switch contains log2(PM)+1 stages and PM*(2*log2(PM)-1)+1≈2* PM*log2(PM) “2-1 MUX” per bit width. 
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	(a) Banyan switch
	(b) QSN switch


Figure 9 switches for shift network
In our companion contribution [9], the impacts of life size granularity on shift network are discussed where a lift factor in the form of c*2d is implementation friendly and has fine enough granularity. A hybrid QSN+Banyan switch can be used to reduce the complexity of the shift network compared to that of QSN switch only. QSN is responsible for the cyclic shift among words and Banyan is responsible for the cyclic shift within the word. Because the QSN is more complex than Banyan, the value of c should not be too large. Here we assume the max value of c is 8.
Table 1 shows the complexity comparison of shift network composed by QSN only and QSN+Banyan switches in terms of parallelism level. The complexity is calculated by the number of 2-1 MUX. 
Table 1 comparison of shift network composed by QSN only and QSN+Banyan switches
	Parallelism
	Pure QSN
	Hybrid QSN+Banyan
	Complexity reduction ratio

	8
	48
	48
	0

	16
	128
	2*[2*8*log2(8)] + 8*[2*log2(2)] = 112
	12.5%

	32
	320
	4*[2*8*log2(8)] + 8*[4*log2(4) ] = 256
	20%

	64
	768
	8*[2*8*log2(8)] + 8*[8*log2(8)] = 576
	25%

	128
	1792
	16*[2*8*log2(8)] + 8*[16*log2(16)] = 1280
	28.6%

	256
	4096
	32*[2*8*log2(8)] + 8*[32*log2(32)] = 2816
	31.25%

	512
	9216
	64*[2*8*log2(8)] + 8*[64*log2(64)] = 6144
	33.33%


Assuming all the LDPC designs use the QSN+Banyan switch for their shift networks, the total number of shift networks is related to the number of input pins of CNU. If the last shift values in the heaviest rows equal to zero, the shift network connected to the last pin of CNU can be saved. Table 2 gives the number of shift networks and Figure 10 compares the hardware overhead of them.
Table 2 Number of shift networks 

	
	Compact base graphs
	Large base graphs

	
	[2]
	[3]
	[4]
	[4]*
	[5]
	[6]

	No. of shift networks
	18
	20
	19
	39
	29
	22


* denotes direct connections from memory slices to CNU pins are used as shown in Figure 8. Therefore the number of shift network increases to 39.
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*denotes direct connections from memory slices to CNU pins are employed as shown in Figure 8.
Figure 10 Hardware overhead comparison of shift network @ different max parallelism level (PM)
Furthermore, the chip area for networks can be up to 54.94% of the decoder, therefore to reduce the complexity of shift network is important to improve the decoder’s area efficiency.
Observation 2: The complexity of shift network is related to the type of switches and the maximum parallelism level. For row paralleled decoder, total complexity of shift networks is also related to the number of pins of CNU, which means that the compact base matrix has advantages in total complexity of shift networks. 
2.1.3. Check node function unit
A CNU can be composed by multiple basic circuits as “comparison”, “selecting (2-1 MUX)”, “addition”, and “scaling” circuits. The inner structure of CNU for row paralleled decoder is shown in Figure 11. Complexity of CNU is also related to the number of input pins of CNU.
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	(a) CNU
	(b) basic components


Figure 11 inner structure of CNU for row paralleled decoder
For base matrix with large size such as in [4], [5] and [6], the number of input pins equals to the max row weight. For compact base matrix in [2] and [3], the number of input pins equals to the number of memory slices, which is counted by columns in the base matrix. Note that all degree one nodes are merged to a single memory slice. Figure 12 compares hardware overhead of them.
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*denotes direct connections from memory slices to CNU pins are employed as shown in Figure 8.
Figure 12 Hardware overhead comparison of CNU @ different max parallelism level (PM) 
Observation 3: For row paralleled decoder, the CNU for base matrix with large size is more likely to have higher hardware overhead than the CNU for compact base matrix.
2.1.4. Memory
The amount of memory includes the LLRs storage and check nodes storage which is related to the maximum codeword length. Based on the survey of open literature, we can see that the percentage of memory area can be varied from 26.67% [12]  to 64.7% [13] with codeword length of 2304 and 1944 respectively, mainly because of the varied percentage of route/shift networks and CNUs. 
One thing need to be aware is that when the memory size is the same, less memory slice number would result in better area efficiency. The synthesis result in [8] has shown that when the number of memory slices is doubled the memory can be degraded by about 20%. This means the compact base graphs has less memory area than the large base graphs.
Observation 4: For row paralleled decoder, a compact base graph has better memory area efficiency than a large base graph.
2.2. Hardware based on block parallel decoder

Block parallel architecture is obtained by partitioning the processing of a layer into multiple cycles. Figure 13 illustrates a block parallel decoder. The decoder includes memory, shift network, CNU, controller and lines between them. Block parallel structure decoder can achieve medium throughput with flexible structure, which has been widely used by WiMAX and IEEE 802.11n.
[image: image16.png]LLR Memory

)

Shiftnetwork

CNU

1

Check node Memory





Figure 13 Block paralleled LDPC decoder
2.2.1. Shift network
To support flexible codeword length and code rate, shift network is also required. However, compared to row parallel, the number of shift networks for block parallel architecture can be reduced. For example, two shift networks are enough to perform block paralleled decoding. One for read from LLR memory slice, another for write back to it. Therefore, the total complexity of shift network can be independent of the number of memory slices or row weight of the base matrix.
Observation 5: The total complexity of shift network in block parallel architecture decoder is related to the type of switches and the maximum parallelism level.
2.2.2. Check node function unit
The inner structure of CNU for block paralleled decoder is shown in Figure 14. There are 3 “addition” and 2 “comparison” circuits in a single CNU. The CNU for block parallel is simpler than that for row parallel because it reads and processes the information from the memory slices in a kind of “serial manner”. The complexity for a single CNU is independent of the memory slices number or row weight of the base matrix. The total complexity of CNUs is related to the maximum parallelism level.
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Figure 14 inner structure of CNU for block paralleled decoder

Observation 6: For block paralleled decoder, the total complexity of CNUs is related to the maximum parallelism level.
2.2.3. Memory
The amount of memory for the block paralleled decoder is related to the maximum codeword length and the number of memory slices. 
One thing need to be aware is that a single decoder with large base graphs of kbmax=32 and Zmax=256 can hardly reach the peak data rate of 20 Gbps with block parallel architecture, unless multiple (maybe 4 or 5) blocks working in parallel. However, processing multiple base graph edges in parallel also has problems: for example, it may lead to additional control on resolving memory conflict and/or degradation of memory efficiency caused by dividing a single memory bank into several smaller slices. 

3. Comparison on area efficiency
In this section, we compare the decoder’s area efficiency of LDPC based on row parallel and block parallel architecture. 

We use literature [12] and [16] to calculate the chip area for row parallel and block parallel architecture decoders respectively. The methodology for scaling the chip area is similar to that in [11]. Memory is scaled linearly with codeword length and CNUs and networks area scaled according to the number of the “2-1 MUX” circuits as mentioned in section 2. The memory efficiency degradation affected by increased slice number has not been taken into account in this contribution, which means the decoder’s area efficiency of large graphs might be somehow overestimated. We assume mother code rate of 1/3 and maximum information length of 8192 bits for calculating the memory area. The highest code rate for peak data rate is 8/9. 
3.1. Comparison on row parallel architecture 

For row paralleled decoder, updating of CNUs is performed at each layer in a serial manner. For QC-LDPC, NLayer, the number of layer can be equal to the number of rows in base graphs at certain code rate. For example,  NLayer=6 and NLayer=4 are for code rate of 8/9 in [4] and [2] respectively. Each layer can be further split to multiple orthogonal sub layers. Pipelining is performed among these sub layers. Figure 15 shows an example of pipelining decoding for layered BP decoder.
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Figure 15 decoding based on pipelining with parallelism level P
We use the following equation (1) to calculate the throughput for row paralleled decoder:
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where,
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Figure 16 shows the relative ratios in area efficiency in terms of parallelism. Figure 17 shows the relative ratios in area efficiency at peak data rate of 20 Gbps. Table 3 lists the highest throughput that a single decoder can reach and also the number of decoders required for 20 Gbps by row paralleled decoder.
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Figure 16 Relative area efficiency ratios by row paralleled decoder @ different Max parallelism level (PM)
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Figure 17 Relative area efficiency ratios by row paralleled decoder @ 20 Gbps
Table 3 comparison for row parallel decoders 

	
	Compact base graphs
	Large base graphs

	
	[2]
	[3]
	[4]
	[4]*
	[5]
	[6]

	Single decoder’s highest throughput (Gbps)
	56.89
	56.89
	32.24
	36.84
	31.45
	32.24

	Number of decoders required for 20Gbps
	1
	1
	1
	1
	1
	1


* denotes direct connections from memory slices to CNU pins are employed as shown in Figure 8.
3.2. Comparison on block parallel architecture 

For block paralleled decoder, we use the following equation (2) to calculate throughput, which is similar with that in [11]:
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Figure 18 shows the relative ratios in area efficiency in terms of parallelism. Figure 19 shows the relative ratios in area efficiency at peak data rate of 20 Gbps. Table 4 list the highest throughput that a single decoder can reach and also the number of decoders required for 20 Gbps by block paralleled decoder.
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Figure 18 Relative area efficiency ratios by block paralleled decoder @ different Max parallelism level (PM)
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Figure 19 Relative area efficiency ratios by block paralleled decoder @ 20Gbps
Table 4 comparison for block parallel decoders 

	
	Compact base graphs
	Large base graphs

	
	[2]
	[3]
	[4]
	[5]
	[6]

	Single decoder’s highest throughput (Gbps)
	13.39
	13.39
	6.32
	5.94
	6.44

	Number of decoders required for 20 Gbps
	2
	2
	4
	4
	4


Observation 7: Compact base matrix with Zmax=512 has better decoder area efficiency than large size base graph  with Zmax=256 for both row paralleled and block paralleled decoder architectures.
Proposal 1: Compact base matrix should be considered for eMBB LDPC design to reduce the decoder’s implementation complexity and improve the chip area efficiency.

4. Conclusion
For flexible LDPC design, we have the following observations and proposal:
Observation 1: The hardware overhead of route network is affected by the size of base graphs. Compact base matrix can use simple route network by directly connect each memory slice with a dedicated pin of CNU.
Observation 2: The complexity of shift network is related to the type of switches and the maximum parallelism level. For row paralleled decoder, total complexity of shift networks is also related to the number of pins of CNU, which means that the compact base matrix has advantages in total complexity of shift networks. 
Observation 3: For row paralleled decoder, CNU for base matrix with large size is more likely to have higher hardware overhead than the CNU for compact base matrix.
Observation 4: For row paralleled decoder, a compact base graph has better memory area efficiency than a large base graph.
Observation 5: The total complexity of shift network in block parallel architecture decoder is related to the type of switches and the maximum parallelism level.
Observation 6: For block paralleled decoder, the total complexity of CNU is related to the maximum parallelism level.

Observation 7: Compact base matrix with Zmax=512 has better decoder area efficiency than large size base graph  with Zmax=256 for both row paralleled and block paralleled decoder architectures.

Proposal 1: Compact base matrix should be considered for eMBB LDPC design to reduce the decoder’s implementation complexity and improve the chip area efficiency.
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