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In this contribution, we focus on a flexible Polar decoder hardware implementation for the eMBB data and control channels.  For the eMBB data channel analysis, we selected scenarios covering a wide range of codewords lengths with low to peak code rates and less than 1024 information bits.  For the eMBB control channel analysis, we selected scenarios with low code rates.  Finally, we evaluate the flexibility of the Polar against LDPC decoder, discuss implementation risks and hardware efficiency impact of flexible LDPC decoder designed for high-throughput applications and conclude that a hybrid Polar and LDPC solution represents a better solution compare to a single LDPC code solution.
Flexible Polar Decoder for eMBB
In [7], Huawei published a quad-codeword flexible SCL decoder for eMBB data that supported list size (L) up to 32 for N = 1K and codeword length (N) up to 16K for L = 2.  In the light of the #86bis eMBB data channel coding decision, the Polar decoder design presented in #86bis was re-scaled to support a maximum codeword length (Nmax) of 8K with list size of 32 for all lengths Nmax <= 8K. List size of 64 is also supported for codeword N <= 2K. Different combinations for smaller N and L values are also supported by the same hardware implementation without additional complexity.
The Polar SCL decoder is built with the following major components:
· Internal memory to store the intermediate LLR results, partial sum (PSUM) values and estimated information bits;
· LLR processing elements (PE) to execute the F/G functions (aka LLR computation logic);
· Decoding path sort block to select the best L path metrics.
The maximum codeword length and list size supported are limited by the decoder internal memory, while the quantity of available PE resources and the size of the sort module have an impact on the decoding latency and information bit throughput.
The Polar SCL decoder LLR memory complexity is a function of the N * L per parallel codewords.  The value for each parameter is selected to meet the expected eMBB data (small information block, K up to at least 1024 bits) and control channel requirements while keeping the hardware complexity relatively small.  With additional internal memory storage, longer codewords could also be supported.
Table 1 explains how the Polar decoder memory scales based on the number of parallel codewords, N and L, and demonstrates that the essence of Polar decoder architecture remains the same even if the maximum codeword length and list size have changed.
Note: After #86bis decision, the number of parallel codewords in the Polar decoder went down from 4 to 2.


Table 1 Flexible Polar Decoder Memory Scaling
	Polar Decoder Version
	# of segments
	Codeword Length
	List Size
	Memory Bit Scaling
	Memory Bits

	Flexible Polar Decoder (R1-1608865)
	4
	1K
	32
	
	380 kbits

	eMBB Data (L32)
(this contribution)
	2
(½ x)
	4K
(4x)
	32
(1x)
	2x
	701 kbits
(~185%)

	eMBB Control (L32/64)
(this contribution)
	2
(½ x)
	2K
(2x)
	up to 64
(2x)
	2x
	701 kbits
(~185%)
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When decoding codewords with smaller list sizes than the largest list size supported, or when decoding codewords smaller than Nmax = 8K, the Polar decoder uses a smaller memory region from the available internal LLR and PSUM storage.  The available PE resources, dedicated to each parallel codeword, are still 100% utilized to achieve fast decoding latency small and optimize the decoder’s resource utilization.
The proposed flexible Polar decoder area decreases from 0.51 to 0.44 mm2 (compared to [1] presented during #86bis). The area reduction is justified by:
· The area cost per memory bit increases very little as the memory storage capacity double (% depends on memory storage capacity, depth and width).
· The area efficiency (memory area per bit) of large memory units is better than smaller unit. The proposed Polar decoder memory storage
· With support of only 2 longer codewords, the decoder uses larger memory units and benefits from smaller memory area per bit.

Observation 1: The same Polar decoder architecture is flexible to support different numbers of parallel codewords, codeword lengths (N) and list sizes (L).
Observation 2: Polar decoder’s processing elements utilization remains at 100% for smaller codeword lengths and / or list sizes.

Flexible Polar SCL Decoder Implementation Complexity
To demonstrate the implementability of a SCL Polar decoder with a list size of 32 for all codeword lengths up to 8K, our hardware analysis compares the main area contributors of a flexible LDPC and a SCL Polar decoders.
· The Polar SCL decoder supports a codeword length of Nmax = 8K with two chained N = 4K segments and a list size of 32.
· The flexible LDPC decoder was proposed by Qualcomm in [1] during the #86bis meeting.
Table 2 Main Area Contributors for flexible LDPC / Polar SCL Decoders
	
	Flexible OMS LDPC [1]
	SCL Polar

	LLR Memory
	Internal LLR
	Intermediate LLR and Partial Sums

	Switching
	Permutation Network
	LLR Routing

	Computations
	Variable / Check nodes
	F/G nodes

	Decoding Path Sort
	N/A
	Sorting


SCL Polar Memory
SCL Polar decoder must provide memory to store the intermediate LLR results and the Partial Sum (PSUM) values for all decoding paths.  In a typical decoder, the total storage per codeword is equivalent to L * N * Qi for the LLR results and L * N for the PSUM.  To reduce the memory complexity of SCL Polar decoder, Huawei’s architecture only stores the intermediate LLR results of stages #3 and 7.  The LLR memory storage is then equivalent to L * (N/24 +N/28) * Qi, representing over 90% LLR storage reduction.
Note: Qi is the internal LLR value quantization (= 6 bits).
Codeword segments of length N = 4K require 12 stages of LLR computations.  LLR and PSUM storage for stages 8 and up is negligible compared to lower stages.  Register-based storage is used instead of memory to improve the decoding latency.  For the same reason, the PSUM storage of stages 0 to 7 uses memory and the upper stages use registers.
For 2 parallel codeword segments, the total decoder memory for LLR and PSUM (for stages #0 to 7) is 102 kbits (L = 32, N = 4K, Qi = 6 bits) and 255 kbits respectively, for a total of 357 kbits.  Other internal memories are required to accumulate all decoding path information bits.  The total memory of Huawei’s flexible SCL polar decoder is 701 kbits.

SCL Polar Switching
Typical SCL decoder requires interconnection between the path-based LLR results (stored in memory) and the processing elements (PE) performing the F/G functions.  This interconnection block is only required when a list decoder processes decoding paths in parallel.  Since Huawei’s decoder architecture sequentially processes the decoding paths in the list, the LLR routing network is performed within the LLR / PSUM memory during read accesses for the LLR stages #0 to 7 (for N = 4K), at no additional hardware cost outside of the memory.
Only for the last LLR stages, some decoding paths are processed in parallel and require interconnection between the LLR memory containing the previous stage results and the PE units.  However, for the last stages, the number of F/G functions to calculate is very small compared to the first LLR stages.  In our architecture, the max number of PEs with LLR switching is 128.
Using the formula from [1] of 512 * P * Qi multiplexers, the total of 2:1 muxes required is 12288 (where P = 4 and Qi = 6 bits).
Note: P is the # of PEs per decoding path, assuming all paths are processed in parallel.  P = 4 is equivalent to 128 PEs divided by 32 decoding paths.

SCL Polar Computations
A PE unit performs the F and G functions required for Polar decoding by combining two input LLR values and generating one LLR results.  As discussed in the previous section, Huawei’s decoder processes the decoding path sequentially for the lower stages with a multi-stage “tree” of 240 PE units per codeword.  For the LLR computations of the last stages (last stage ID is flexible based on the codeword length), the decoding paths are partially processed in parallel with a 64 PE units to update the decoding path metrics (shared between the parallel codewords inside the decoder).
Note: 64 units are required to update the PM values of 32 decoding paths when 2 bits are estimated in parallel.
For simplicity, we consider the PM update logic to have a comparable computational complexity as the PE unit dedicated to an F/G functions.  Recalling the F/G node complexity evaluation from [1], the logic one 1 PE unit is equivalent to 5 adders and 1 comparator.
Huawei’s flexible decoder uses a total of 544 PE units, resulting in 2720 adders and 544 comparators.

Decoding Path Sort
Huawei’s decoder uses a pruned bitonic sort algorithm (proposed in [8]) to perform the decoding path metric ranking and sorting.  For better implementation results, the sort module is pipelined and allows sharing of the module between multiple codewords processed in parallel in the decoder.
For a 2L to L sort, the total number of Compare-and-Select (CAS) unit required is (L/2 – 1) * (log2 L) * (log2 L + 2) + 1.  A CAS unit is composed of a QPM comparators and 2 * QPM multiplexers.  Since Huawei’s decoder estimates 2 bits in parallel for list size of 32, the total number of path metrics is L * 22 = 128.
Note: The value of L in the formula is 64 (to model a 128-input sort block).
Note: QPM is the internal path metric value quantization (= 6 bits).
Total CAS count for a 128 to 32 sort is 1489, resulting in 8634 comparators and 17868 2:1 muxes

Implementation Complexity Summary
The implementation complexity is summarized in the following table.
Table 3 Comparison of LDPC / SCL Polar Implementation Complexity
	
	Flexible OMS LDPC
from [1]
	SCL Polar
(N = 8K and L = 32)

	Memory
	1.14Mbits
	701 kbits

	Switching2
	33238 muxes1
	12288 (muxes)

	Computations
Add/Sub/Comp
	128003
	2720 (add/sub)
544 (comp)

	Decoding Path Sort
	N/A
	8634 (comp)
17868 (muxes)


Note 1: The number of 2x1 Qc-bits multiplexers is  , where Zmax = 320 and Qc = 6.
Note 2: Control logic is excluded from the switching comparison.
Note 3: As mentioned in [1], the number of V/C nodes will increase with the level of parallelism to achieve better throughput. For the comparison, a 2x level of parallelism is considered to achieve better throughput for long codewords at peak code rates.

When comparing the flexible OMS flexible LDPC decoder with only 2x the level of parallelism proposed in [1] and the Huawei SCL Polar decoder, we can observe that:
· The internal memory of the Polar is only 60% of LDPC decoder [1].
· The total number of multiplexers of Huawei’s decoder is 91% of LDPC decoder [1].
· The sum of adder, subtractors and comparators of Huawei’s decoder is 93% of LDPC decoder [1].

Observation 3: Overall implementation complexity of SCL decoder with list size 32 for Nmax = 8K codewords is less than a flexible OMS LDPC decoders with 2x parallelism.
Observation 4: Flexible SCL decoder with list size 32 for Nmax = 8K is implementable.

Scalable Polar SCL Decoder
The architecture for a Polar SCL, LDPC, Turbo or any other channel code decoder considers one or more of the following factors:
· Lower implementation complexity (design area, LLR computation parallelism)
· Better hardware performance (decoding latency, throughput)
· Higher BLER performance (list size, LLR quantization, path metric quantization)
· Hardware efficiency (area and power efficiencies, flexibility hardware utilization)

The Polar SCL decoder proposed by Huawei for eMBB data and control channels is one of many decoder versions of the same architecture built to support higher BLER performance and flexibility while keeping the decoding latency relatively small.
With different factors considered, a Polar SCL decoder can minimize the design area by reducing the maximum list size support and/or the LLR computation parallelism.  Similarly, other companies can engineer Polar SCL decoders different than Huawei’s Polar SCL decoder with different implementation complexities and hardware performance results.
This section aims at explaining how different Polar SCL decoder can be scaled and optimized for multiple configurations.
1. Internal decoder memory represents an important part of the total decoder area. Memory organization is crucial: the storage of the intermediate LLR results, accumulated partial sum values and the decoding path information bits as these occupy almost all of the internal memory space.
a. Memory depth is decreased (increased) to support smaller (larger) list sizes
b. Memory depth is decreased (increased) to support shorter (longer) codeword lengths
c. Memory width is decreased (increased) to augment (reduce) the decoding latency
The area of the decoder memories can be easily provided by any ASIC technology-specific RAM compiler.  The resulting area will vary based on the memory organization, the number memory units and their size.

2. Parallelism of the LLR computation resources (PE units for F/G functions).  Polar decoding requires many cycles to the run the LLR computations before information bits can be estimated. The number of available PE units affects the number of cycles for the LLR computations and the decoding latency.  The number of PE units also affects the width of memory to provide the input LLR values to the PE units.
a. Memory width is scaled proportionally to the # of PE units.
b. Total memory storage does not changed with LLR parallelism.
The size of the LLR computation block has a major impact on the memory organization (and consequently on the memory area).  The complexity of the F/G functions is very small compare to the rest of the Polar SCL decoder logic. 

3. Sort of a collection of decoding paths in a list of size L.  A bit estimation only starts after the selection of the best L paths (and pruned the remaining worst paths) from the previous bit decoding.  Larger capacity sort module can sort more path metrics simultaneously and yield better hardware performance.
a. Size and latency of the decoding path sort module grows substantially as the number of the paths to sort increases.
b. For smaller list sizes, more bits can be estimated in parallel and utilized 100% of the sort block capacity.
The sort module is by far the most crucial block of a Polar SCL decoder by its relative size within the decoder and its impact on the decoding latency.  This justifies why the sort block in Huawei’s Polar SCL decoder is pipelined and shared between 2 parallel codewords.  The main benefit of multiple bit estimates is the decoding latency reduction.
Due to the importance of the sort module and the implementation concerns expressed by some companies during the previous 3GPP meetings to support large list sizes, Huawei shares different pre-layout 14nm synthesis trial results.  Those results, with the internal memory area, can quickly provide the implementation complexity of different decoder variants prioritizing different factors.
Table 4 ASIC 14nm pre-layout results for various configurations of a Sort module
	Sort Config
	List Size
	Parallel Bit Estimations
	# of Input Paths
	# of Output Paths
	Area
(mm2)
	Cell Density
	Clock Frequency
	Latency
(# of cc)

	16:8
	8
	1
	16
	8
	0.002
	0.66
	1 GHz
	1

	64:32
	32
	1
	64
	32
	0.020
	0.45
	1 GHz
	3

	
	16
	2
	64
	16 of 32
	
	
	
	3

	
	8
	2
	32 of 64
	8 of 32
	
	
	
	2

	
	4
	4
	64
	4 of 32
	
	
	
	3

	128:32
	32
	2
	128
	32
	0.075
	0.47
	1 GHz
	4

	
	16
	2
	64 of 128
	16 of 32
	
	
	
	3

	
	8
	4
	128
	8 of 32
	
	
	
	4

	
	4
	4
	64 of 128
	4 of 32
	
	
	
	3

	128:64
	64
	1
	128
	64
	0.082
	0.46
	1 GHz
	4


Note 1: All results assume a 6-bit path metric quantization.
Note 2: The area includes pipeline stages to register all inputs and outputs, plus the required internal pipeline stages to run the sort operation at 1GHz clock rate.
Note 3: # of input paths utilized is L * 2# of parallel bit estimations.  # of output paths utilized is L.
Note 4: The sort latency is a function of the # of input paths to sort.

Observation 5: The Polar SCL decoder implementation complexity varies as a function of the following factors: power and area efficiencies, BLER performance and hardware performance.


Survey of ASIC Chips
Multiple chip vendor companies are working on chipsets to address multiple application needs. Table 5 summarizes chipset introduced by chip vendors. 
Table 5 List of Chipsets using Latest ASIC technologies
	Company
	ASIC / Chipset
	Technology
	Die Size (mm2)
	Reference

	Samsung
	Exynos 7420
	14nm
	~78 mm2
	[13]

	Qualcomm
	Snapdragon 801
	28nm
	~118 mm2
(~30mm2 in 14nm)
	[14]

	Apple
	A8
	20nm
	~89 mm2
(~44mm2 in 14nm)
	[13]

	Intel
	Broadwell-Y
	14nm
	~82 mm2
	[15]

	
	
	AVERAGE
	~58 mm2 (14nm)
	

	Huawei
	Flexible Polar PC-SCL Decoder
	14nm
	0.44 mm2
(< 1% of 58 mm2)
	



Observation 6: With a size of 0.44mm2 in 14nm, Huawei’s flexible decoder hardware complexity is less than 1% of the average size ASIC listed in Table 5, the flexible Polar decoder implementation is obviously realistic.


Polar Code for eMBB Data Channel
For eMBB data channel, a fully flexible Polar decoder implementation is used to decode codewords carrying up to at least 1024 information bits (K). The proposed Polar decoder for eMBB data channel supports a maximum codeword length (Nmax) of 8K with up to 2 chained PCC (Parity Check Code) segments of length N = 4K and a list size (L) of 32.
As explained in the previous section, the proposed Polar decoder implementation can be scaled to support K values larger than 1024 or code rate lower than 1/8 (when Nmax = 8K).
A PC (parity-check) SC list decoding algorithm is used in our analysis.  For large K, a chained code construction is used with 2 segments. For small K, no segmentation is used.
The eMBB data channel polar decoder is built with decoding resources for 2 codewords to support chained PC code construction.  When segmentation is not used in the code construction of a small codeword, the hardware resources dedicated to the 2nd parallel codeword are utilized to decode another codeword.  Therefore, the throughput and hardware efficiency for low K values consider the simultaneous decoding of 2 codewords and demonstrate the area-efficiency and flexibility of the proposed Polar decoder.
Note: All implementation results are based on pre-layout synthesis using 14nm process ASIC technology.
Table 6	Key Parameters for eMBB data channel (small information blocks)
	Implementation Complexity

	Code Construction
	Chained Polar Code with self and cross-parity check

	Decoding Algorithm
	PC-SCL (List Size 32)

	Decoding Resources
	Nmax = 8K with 2 PCC-enabled segments of length N = 4K

	Internal Memory
	701 kbits

	Estimated Area
	0.44 mm2

	Performance with Large K values

	Codeword Length (N)
	1024
	2048
	4096
	8192

	Code Rate (R)
	8/9
	1/2
	1/4
	1/8

	Info Bits (K)
	910
	1024
	1024
	1024

	Latency (ns) @ 1GHz
	4.2 us
	5.6 us
	6.0 us
	7.5 us

	Throughput (Gpbs)
	0.22
	0.18
	0.17
	0.14

	Hardware efficiency (Gpbs/mm2)
	0.50
	0.42
	0.39
	0.31

	Performance with Small K values

	Codeword Length (N)
	128
	256
	512
	1024

	Code Rate (R)
	8/9
	1/2
	1/5
	1/8

	Info Bits (K)
	114
	128
	102
	128

	Latency (ns) @ 1GHz
	0.49 us
	1.7 us
	1.8 us
	2.3 us

	Throughput (Gpbs)
	0.46
	0.15
	0.11
	0.11

	Hardware efficiency (Gpbs/mm2)
	1.05
	0.33
	0.26
	0.26



Observation 7: PC-SCL Polar decoder supports all information bits (K) values <= 1024 bits with list size of 32 for eMBB data channel.
Polar Code for eMBB Control Channel
The fully flexible Polar decoder implementation allows sharing of the same Polar decoder to address both the eMBB data and control channels. Therefore, Huawei’s fully flexible Polar decoder architecture provides very high area and power efficient solution with a single decoder unit.
Table 7	Key Parameters for eMBB control channel (List Size 32)
	Implementation Complexity

	Code Construction
	Polar Code with self-parity check (PC) – no segmentation

	Decoding Algorithm
	PC-SCL (List Size 32)

	Decoder Implementation
	Same design as for eMBB Data Channel – 701 kbits, 0.44 mm2

	Performance Results

	Codeword Length (N)
	256
	512
	1024
	2048

	Code Rate (R)
	1/8
	1/8
	1/8
	1/8

	Info Bits (K)
	32
	64
	128
	256

	Latency @ 1GHz
	0.65us
	1.3us
	2.3us
	4.1us

	Throughput (Gpbs)
	0.05
	0.05
	0.06
	0.06

	Hardware efficiency (Gpbs/mm2)
	0.11
	0.11
	0.14
	0.14



Observation 8: PC-SCL Polar decoder supports all codeword lengths and code rates with list size of 32 for eMBB control channel.
Observation 9: eMBB data and control channels can share the same decoder and achieve the high area-efficiency.

Table 8	Key Parameters for eMBB control channel (List Size 16)
	Implementation Complexity

	Code Construction
	Polar Code with self-parity check (PC) – no segmentation

	Decoding Algorithm
	PC-SCL (List Size 16)

	Decoder Implementation
	Same design as for eMBB Data Channel – 701 kbits, 0.44 mm2

	Performance Results

	Codeword Length (N)
	256
	512
	1024
	2048

	Code Rate (R)
	1/8
	1/8
	1/8
	1/8

	Info Bits (K)
	32
	64
	128
	256

	Latency @ 1GHz
	0.36us
	0.69us
	1.27us
	2.32us

	Throughput (Gpbs)
	0.09
	0.09
	0.10
	0.11

	Hardware efficiency (Gpbs/mm2)
	0.20
	0.21
	0.23
	0.25



Table 9	Key Parameters for eMBB control channel (List Size 8)
	Implementation Complexity

	Code Construction
	Polar Code with self-parity check (PC) – no segmentation

	Decoding Algorithm
	PC-SCL (List Size 8)

	Decoder Implementation
	Same design as for eMBB Data Channel – 701 kbits, 0.44 mm2

	Performance Results

	Codeword Length (N)
	256
	512
	1024
	2048

	Code Rate (R)
	1/8
	1/8
	1/8
	1/8

	Info Bits (K)
	32
	64
	128
	256

	Latency @ 1GHz
	0.19us
	0.35us
	0.68us
	1.30us

	Throughput (Gpbs)
	0.17
	0.18
	0.19
	0.20

	Hardware efficiency (Gpbs/mm2)
	0.39
	0.42
	0.43
	0.45



Assuming LTE PDCCH search space and LTE DCI size, the following tables Table X and Table Y show the total PDCCH decoding latency of the Polar decoder as described in this section. Note that the Polar decoder is designed to decode both eMBB small data and DL control channel.  A total of 22 PDCCH candidates are blindly decoded (6 from CSS and 16 from USS). For each PDCCH candidate, two DCI format sizes are decoded. Given that the Polar decoder can decode two segments of N=4K at the same time, as described in section 3, the two DCI format sizes from the same PDCCH candidate can be decoded at the same time.  
[image: ]

The total PDCCH decoding latency shown in Table X and Table Y is the sum of decoding all 22 PDCCH candidates. It is observed that the Polar decoder with List 32 can complete all 44 PDCCH blind decodings within approximiately 20.4us for 20MHz system; and the Polar decoder with List 8 can complete all 44 PDCCH blind decodings with approximately 5.43us for 20MHz system. It is further noted that the Polar decoder is a flexible decoder in the sense that different List value can be used for decoding different PDCCH candidates. 

Table 10	LTE PDCCH decoding latency for the Polar decoder in Section 4 with List 32 decoder
[image: ]

Table 11	LTE PDCCH decoding latency for the Polar decoder in Section 4 with List 8 decoder
[image: ]

Control-only Polar SCL Decoder
This section proposes a Polar SCL decoder implementation optimized for eMBB control channel only.  
The decoder supports the parallel decoding of 4 codewords, each of length N = 2K. The following list sizes are supported:
· Parallel decoding of 4 codewords with list size of 32 and N <= 512 bits
· Parallel decoding of 4 codewords with list size of 16 and N <= 1024 bits
· Parallel decoding of 4 codewords with list size of 8 and N <= 2048 bits

Table 12	Key Parameters for eMBB control channel (control only)
	Implementation Complexity

	Code Construction
	Polar Code with self-parity check

	Decoding Algorithm
	PC-SCL (up to List Size 32)

	Decoding Resources
	Parallel decoding for 4 codewords of length N = 2K

	Internal Memory
	168 kbits

	Estimated Area
	0.18 mm2



This version of the Polar SCL decoder achieves the comparable decoding latencies as the shared eMBB data and control channel decoder.
Using the control-only Polar SCL decoder, the blind detection requires the decoding of 22 codeword candidates, each with 2 code rates. The flexibility of the Huawei’s Polar decoder allows 2 candidates with 2 code rates each to be decoded simultaneously, as illustrated below.

[image: ]
Figure 1 Blind Detection with Parallel Decoding

Similar to the total latency calculation shown in Table 10 and Table 11, Table 13 and Table 14 show the total LTE PDCCH decoding latency by the control-only Polar decoder as shown in this section. Table13 shows the total PDCCH decoding latency with List 32, except for CCE aggregation level 8 for which list 16 is used. It is observed that from Table 13 that all 44 PDCCH blind decodings can be completed in about 8.8us. Table 14 shows the total PDCCH decoding latency with List 8. It is observed from Table 14 that all 44 PDCCH blind decodings can be completed in about 2.8us. 

Table 13  LTE PDCCH decoding latency for the Polar control-only decoder in Section 4.1 with List 32 decoder
[image: PDCCH-only decoder v1.png]
Table 14  LTE PDCCH decoding latency for the Polar control-only decoder in Section 4.1 with List 8 decoder
[image: ]

Implementation of a Fully Flexible LDPC Decoder
Implementation of Decoding Algorithm
Based on the observations made in [16] about LDPC decoding algorithms, only LOMS or LNMS decoding algorithms are suitable for hardware implementation for peak throughput and reasonable implementation efficiency.  The major issue with Flooding-BP and AdjMS decoding algorithms is the computation of the ‘tanh’ function at each check node per iteration.  In particular, when the number of the check nodes reaches over 8000 and high level of parallelism is requested for peak throughput in NR eMBB data channel, a great number of fast LUT would significantly reduce the energy and area efficiencies.
Implementation of Decoding Architecture
[16] analyzes two decoding architectures, block-parallel [Qualcomm – 1] and row-parallel [Samsung – 10], to realize a complex and flexible LDPC decoder respectively.  Concerns are raised about the complexity of their interconnection networks.  Because NR eMBB data channel needs much bigger maximum lifting value (Zmax) and information block (Kmax), the complexity of the interconnection network would increase much faster than the scaling of the computational resources and memories in both decoding architectures.
Block-Parallel 
In a block parallel architecture, a permutation network (or switch network) interconnects the LLR memory to a number of computation units (check nodes and variable nodes) to support flexible codeword lengths (N) and code rates (R).  Permutation network is used in 11n, 16e, and DVB-S2 LDPC decoders (inflexible decoder referred in [1]) that need much less flexibility than NR eMBB data channel. [1] estimates to less than 15% the additional area of the switch network compared to an inflexible decoder.
One possible network implementation is Benes networks that uses multiple switching stages to perform non-blocking permutations between the input and output ports.  However, Benes networks are known to be over-designed for QC-LDPC, since LDPC decoding requires only a subset of the permutation combinations.  Following researches lead to efficient switching network optimized for QC-LPDC, also refer to as QSN (QC-LDPC shift network, refer to [3,4]).
[1] uses other reference designs to compare the cost to support the flexible LDPC decoder. Reference designs using Benes networks increases the decoder area by 12% to 15% (easily explainable by the over-designed characteristic of Benes networks). Working with the assumption that Benes network are over-designed, this contribution focuses on QSN architecture, and its use for building flexible LDPC decoder.  [1] estimates to 6% the implementation cost (design area) of a flexible permutation network using a QSN design.
[1] uses the following QC-LDPC parameters Zmax = 320 (maximum-lift-value) and N = 40000 (maximum codeword size) for the implementation evaluation of LOMS decoder.  Nevertheless, recall from 3GPP #86 Section 3.1 of [5] that proposes a decoder with 896 as the largest lift value.  In [3] (publication used by [1] to estimate the cost to 6%), a Zmax value = 81 and N = 1944 are used for 11n LDPC LOMS decoder.
In [4], the hardware complexity of a QSN design is analyzed for different switch network sizes. Note that the technology used in that research is old (0.18um) but the conclusions about the clock frequency and normalized area are still applicable for newest ASIC technologies.
Table 14  Hardware complexity of QSN (in 0.18um ASIC)
	
	32x32
	64x64
	128x128
	320x320
	896x896

	Total Area (mm2)
	0.16
	0.37
	0.83
	2.40
	7.71

	Clock Frequency (MHz)
	286 MHz
(100%)
	250 MHz
(87%)
	200 MHz
(70%)
	143.5 MHz
(50%)
	69.7 MHz
(24%)

	Normalized Area/Zmax
	100%
	115%
	129%
	150%
	172%



In Table 14, QSN 320x320 results are extrapolated from the results of [4]. For a 320x320, the estimated area of 2.4 mm2 is comparable to Qualcomm’s estimate of 2.43 mm2 using their proposed formula  in [1].

Observation 10: As the size of the switch network doubles, the normalized implementation cost (area / Zmax) increases by an additional ~15%
Observation 11: As the size of the switch network doubles, the operating frequency of the LDPC decoder decreases by an additional ~15%. As a result, the decoder throughput is negatively impacted.

[1] uses hardware results from [3] where the cyclic shifter of 13.3% (% is relative to total decoder area) and estimates to 6% the relative size of the permutation network in their proposed LDPC decoder. Using the scaling factor provided in [2], the total area of the flexible LDPC decoder for N = 40000 and Zmax = 320 is detailed in the next table.


Table 15  Estimated Flexible LDPC Decoder Area (N=40000, Zmax=320, 0.18um ASIC)
	
	REF DESIGN (N=1944, Zmax=81)
	
	QC FLEXIBLE LDPC
 (N=40K, Zmax=320)

	
	
	Scaling factor
	

	MEMORY
	1.99
	58.7%
	20.6
	40.95
	88.0%

	QSN+CTRL
	0.55
	16.2%
	5.4
	2.98
	6.4%

	NCU
	0.59
	17.4%
	4.0
	2.33
	5.0%

	Others
	0.26
	7.7%
	1.0
	0.26
	0.6%

	Area (mm2)
	3.39
	100%
	
	46.52
	100%



The previous table validates the estimates in [1] that the QSN cost decreases from 13.3% (should have been 16.2% to account for the QSN control unit) to 6.4% as N goes from 1944 to 40000 and Zmax from 81 to 320. However, the same table also reveals that the total decoder area (ASIC, 0.18um) is 46.5mm2.

Observation 12: The estimation of 6% of total area taken by QSN to support 5G NR granularity is based on the assumptions that the input memory is taken into account and Zmax is 320.
Observation 13: If we exclude the memory from this analysis in Table 9, the percentage of the area taken by QSN is 54% for Zmax = 320 and 80% for Zmax = 896.

Not discussed in [1] is the impact of the high number of wires internal to the QSN, especially as Zmax is large.  Taken from Section 3.2.12 of [1], the number of 2x1 Qc-bits multiplexers is

The size of the permutation network is equivalent to Zmax, we estimate the numbers of QSN wires from the number of multiplexers for different values of Zmax and demonstrate that the size of the QSN grows much faster than Zmax increments.
Table 16  Number of 2:1 multiplexers for Zmax
	
	Zmax = 81
	Zmax = 320
	Zmax = 896

	Total # of mux
	948 Qc
	5008 Qc
	16681 Qc

	Normalized Mux/Z
	11.7
	15.7
	18.6

	Estimated Area Growth
	100%
	134%
	159%



It is proven that dense wire blocks (such as a QSN) need more space to route all wires and prevent congestion and cross-talk, leading to a lower cell density and larger total area.  The normalized total wire length will also be larger compared for small QSN.
In the latest ASIC technologies, dynamic power (mainly driven from toggling signals) becomes more important compared to static power generated by cell leakage.  Therefore, it is expected that large QSN will consume more power.
Based on this analysis, it is expected that:
Observation 14: The implementation complexity (area and power) of a flexible LDPC decoder increases with larger N and Zmax. The total QSN area cost is expected to grow even larger as a fully flexible QC-LDPC decoder is implemented to support any codeword lengths and code rates.
Observation 15: The maximum operating frequency, limited by the QSN, to affect the overall decoder throughput and increases the decoding latency.
Row-Parallel
A row-parallel decoding architecture includes two interconnection networks: route-network (pre-routes and post-routes) and shift-network (back shifter and front shifter).
The route-network connects the check nodes (CNs) and variable node groups. In designing the PCM (parity-check-matrix) of IEEE802.11ad and IEEE802.15.3c LDPC, their inflexibility allows to optimize the matrix to simplify the implementation of the route-network. However, with a complex and flexible LDPC code, the route network would become much more complex and difficult for us to provide accurate evaluation. 
The shift networks interconnect the variable nodes and route-network. Its complexity grows drastically if both Kmax and Zmax increase significantly.  For example, according to [10], the shift-network would take 2,568,192 2:1 muxes.

Observation 16: From ASIC implementation point of view, the area of a flexible row-parallel implementation as published in [10] represents an obstacle.

Implementation of a Flexible and High-Throughput LDPC Decoder
This section focuses on further negative impacts during the decoding of smaller codewords by a flexible – high-throughput LDPC decoder.
Internal Memory
To support a wide variety of codeword lengths and code rates, flexible LDPC decoders must use different combinations of lift factors, parity check matrices (PCM) and PCM sizes. These parameters affect the implementation complexity of the decoder (area and power) and hardware performance (throughput and decoding latency). Since the decoder hardware implementation is dimensioned to support all scenarios, the LDPC decoder hardware performance when decoding smaller codewords will be degraded by the additional hardware complexity within the decoder to provide high throughput when decoding longer codewords.
The size of the PCM dictates the internal LLR memory organization.  The number of LLR values usually required per cycles also affects the width of the memory units, resulting in a larger total memory area.  Since in ASIC the memory width is limited by the technology, a bigger memory unit has to be divided in 2 smaller units to provide more LLR values.  The following example shows a 20% memory area increase while keeping the same memory storage capacity.
Table 17  Memory Area increase
	# of cells
	Depth
	Width
	# of bits
	Area (um2)

	1
	256
	96
	24 kbits
	7189

	2
	128
	96
	24 kbits
	8720 (+20%)



Observation 17: The final memory area of a flexible LDPC decoder must consider the memory organization required to provide high-throughput.  Therefore, using a linear scaling based only on the memory capacity increase to support longer codeword underestimates the total decoder area of a flexible LDPC decoder.
High-level of Parallelism
Also, as mentioned in [1], the throughput of the decoder increases as the number of node processors increases, resulting in a larger design area and longer datapath and wires.  The operating clock frequency of the decoder, limited by the longest datapath for high-throughput scenarios, is sub-optimal for short codewords when only part of the hardware is utilized (even if the longest path is not used).


[bookmark: _Ref465768244]Figure 2 Impact of High-Throughput LDPC Implementation on Short Codeword Decoding
In addition to the increased area cost required to support flexibility, LDPC throughput per area degrades even more as higher parallelism is used to improve their decoding latency.

Observation 18: When decoding short codewords, the hardware performance is sub-optimal because of hardware considerations inherited from a decoder supporting high-throughput applications.

Energy Efficiency of Single-Code LDPC Decoder
Hybrid 2-code solutions for eMBB data channel was analyzed by #86bis contributions in [11] by AccelerComm and [12] by Mediatek in #86bis.
From an energy perspective, a 2-code solution with optimized decoder implementations to address:
1) The throughput requirement of long codewords and high code rates,
2) The flexibility requirement for larger range of codeword lengths with low to peak code rates;
can achieve better energy efficiency compared to a unique flexible LDPC decoder.
In the current ASIC technology, most of the power is consumed by the memory accesses and the toggling of internal wires (aka switching activity).  As demonstrated in this contribution, the additional hardware cost of a flexible LDPC decoder supporting all codeword lengths and all code rates for eMBB data channel is non-negligible, leading to additional power consumption by the LDPC decoder.  The higher power consumption will be mainly coming from larger memory units and the switching activity on long internal wires, even if some internal modules or components of a flexible LDPC decoder are inactive during the decoding a small codewords or long codewords at low code rates.

Observation 19: For eMBB data, the power efficiency of a hybrid 2-code solution with Polar (for small information blocks) and LDPC (for long codewords) is better than a single flexible LDPC decoder.


Conclusion

Flexible Polar SCL Decoder Implementation Complexity
Observation 1: The same Polar decoder architecture is flexible to support different numbers of parallel codewords, codeword lengths (N) and list sizes (L).
Observation 2: Polar decoder’s processing elements utilizations remains at 100% for smaller codeword lengths and / or list sizes.
Observation 3: Overall implementation complexity of SCL decoder with list size 32 for Nmax = 8K codewords is less than a flexible OMS LDPC decoders with 2x parallelism.
Observation 4: Flexible SCL decoder with list size 32 for Nmax = 8K is implementable.
Observation 5: The Polar SCL decoder implementation complexity varies as a function of the following factors: power and area efficiencies, BLER performance and hardware performance.
Observation 6: With a size of 0.44mm2 in 14nm, Huawei’s flexible decoder hardware complexity is less than 1% of the average size ASIC listed in Table 5, the flexible Polar decoder implementation is obviously realistic.

Polar Code for eMBB Data Channel
Observation 7: PC-SCL Polar decoder supports all information bits (K) values <= 1024 bits with list size of 32 for eMBB data channel.

Polar Code for eMBB Control Channel
Observation 8: PC-SCL Polar decoder supports all codeword lengths and code rates with list size of 32 for eMBB control channel.
Observation 9: eMBB data and control channels can share the same decoder and achieve the high area-efficiency.

Implementation of a Fully Flexible LDPC Decoder
Observation 10: As the size of the switch network doubles, the normalized implementation cost (area / Zmax) increases by an additional ~15%.
Observation 11: As the size of the switch network doubles, the operating frequency of the LDPC decoder decreases by an additional ~15%. As a result, the decoder throughput is negatively impacted.
Observation 12: The estimation of 6% of total area taken by QSN to support 5G NR granularity is based on the assumptions that the input memory is taken into account and Zmax is 320.
Observation 13: If we exclude the memory from this analysis in Table 9, the percentage of the area taken by QSN is 54% for Zmax = 320 and 80% for Zmax = 896.
Observation 14: The implementation complexity (area and power) of a flexible LDPC decoder increases with larger N and Zmax. The total QSN area cost is expected to grow even larger as a fully flexible QC-LDPC decoder is implemented to support any codeword lengths and code rates.
Observation 15: The maximum operating frequency, limited by the QSN, to affect the overall decoder throughput and increases the decoding latency.
Observation 16: From ASIC implementation point of view, the area of a flexible row-parallel implementation as published in [10] represents an obstacle.
Observation 17: The final memory area of a flexible LDPC decoder must consider the memory organization required to provide high-throughput.  Therefore, using a linear scaling based only on the memory capacity increase to support longer codeword underestimates the total decoder area of a flexible LDPC decoder.
Observation 18: When decoding short codewords, the hardware performance is sub-optimal because of hardware considerations inherited from a decoder supporting high-throughput applications.
Observation 19: For eMBB data, the power efficiency of a hybrid 2-code solution with Polar (for small information blocks) and LDPC (for long codewords) is better than a single flexible LDPC decoder.

From the above observation, we can conclude that:

Conclusion 1: Polar decoder should be selected for eMBB data channel (information bits up to at least 1024 bits) and eMBB control channel.
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44 PDCCH blind decoding latency (u ) with Polar List 8 decoder

Cases 1.4M 3M SM 10M 15M 20M
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44 PDCCH blind decoding latency (us) with Polar List 32 decoder

Cases 1.4M 3M M 10M 15M 20M
(DCI 1A+DCI 1C) + (DCI 1A+DCI 1) 6.833 7.335 7.645 8.24 8.43 8.618
(DCI 1A+DCI 1C) + (DCI 1A+DCI 1B) 6.888 7.223 7.495 7.98 8.055 8.24
(DCI 1A+DCI 1C) + (DCI 1A+DCI 2) 7.385 7.835 7.948 8.378 8.45 8.778

(DCI 1A+DCI 1C) + (DCI 1A+DCI 24) 7.32 7.78 7.995 8.42 8.518 8.75
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44 PDCCH blind decoding latency (us) with Polar List 8 decoder

Cases 1.4M 3M M 10M 15M 20M

(DCI 1A+DCI 1C) + (DCI 1A+DCI 1) 2.077 2.23 2.342 2.57 2.62 2.673
(DCI 1A+DCI 1C) + (DCI 1A+DCI 1B) 2.09 2.19 2.297 249 2.507 2.557
(DCI 1A+DCI 1C) + (DCI 1A+DCI 2) 2.262 2.402 2.433 2.6 2.627 2.717
(DCI 1A+DCI 1C) + (DCI 1A+DCI 24) 2.237 2.38 2.497 2.67 2.647 2.72
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44 PDCCH blind decoding latency (us) with Polar List 32 decoder

Cases 1.4M 3M M 10M 15M 20M
(DCI 1A+DCI 1C) + (DCI 1A+DCI 1) 15.65 16.78 17.625 19.305 19.685 20.08
(DCI 1A+DCI 1C) + (DCI 1A+DCI 1B) 15.75 16.535 17.295 18.695 18.84 19.225
(DCI 1A+DCI 1C) + (DCI 1A+DCI 2) 17.03 18.06 18.295 19.585 19.75 20.405

(DCI 1A+DCI 1C) + (DCI 1A+DCI 24) 16.855 17.955 18.405 19.665 19.88 20.355




