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Introduction
Recall from the previous RAN1 #86bis [1], it was agreed to the following
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS

Several important aspects of LDPC codes justified their selection at higher blocklengths. For example, LDPC codes exhibited flexible and rate compatible designs such as the one presented in [2], which was further shown to be capable of supporting incremental redundancy and providing good performance across different EMBB code rates and blocklengths, both on AWGN and fading channels [3][4]. Such performance was also achievable with efficient implementations which can lead to higher area efficiency and enable highly parallelized decoders [5].
In this contribution, we investigate the performance of LDPC codes for shorter blocklengths between 128 and 1024 information bits, and focus on the comparison between these codes [2] and Polar codes. We show that the performance advantages for EMBB data payloades, coupled with the implementation considerations given in a companion contribution [6], motivates selection of LDPC codes as a single code solution for the EMBB data channel.
[bookmark: _Ref466792132]Performance of LDPC codes for EMBB data
Small packet data performance of LDPC codes
From performance comparisons of LDPC codes provided from the last meeting, we find that LDPC can already provide competitive performance across a large range of information blocklengths including those below K=1024. Further investigation of performance tradeoffs with Polar codes (as reported in [8]) show that LDPC can maintain competitive performance for small packet sizes, as illustrated in the figure below, Figure 1 shows LDPC vs. Polar performance comparison between 128 <= K <= 1024, over the wide range small code block length, LDPC code shows competitive performance compared w/ Polar code.
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[bookmark: _Ref466073276]Figure 1. Small packet performance of LDPC and Polar Codes over AWGN channel
Performance results of more practical use cases for NR eMBB based on info bit length and coded bit length combinations from LTE’s MCS table are shown in Figure 2 and Figure 3. Each RB spans 12REs in frequency, 11 out of 14 data symbols per slot (3 symbols assumed for control/RS overhead). LDPC vs. Polar performance are compared for {1, 4, 10, 20} RB cases of TBS (including CRC) of length 128 <= K <= 1024. In the figures, y-axis is the Es/N0 (SNR) to achieve BLER = 1%, x-axis is the spectrum efficiency of the MCS. Over the wide range MCS, LDPC code shows competitive/superior performance compared w/ Polar code.
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[bookmark: _Ref466723526]Figure 2. Small packet TBS sweep (128 <= K <= 1024) of LDPC and Polar Codes (left 1RB, right 4 RB)
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[bookmark: _Ref466723530]	Figure 3. Small packet TBS sweep (128 <= K <= 1024) of LDPC and Polar Codes (left 10RB, right 4 20RB)
Data Traffic Pattern Analysis
More specifically, we can see from Figure 1, Figure 2 and Figure 3 that for K in the regime of 300-400 bits, we find comparable performance between PC Polar and LDPC codes. For all blocklengths beyond that point, LDPC achieves a lower EsN0 for target PER of 1e-2. Note also, to achieve efficient modulation and coding combination, high code rate >= 2/3 is only used when it is associated highest order modulation. E.g., R = 2/3 is the typical transition point between modulation orders in LTE, R > 0.7 is only associated with 64QAM and above (see Appendix for more details on MCS). For small blocklengths that are often associated with bursty transmissions with small RB allocation, high code rate could only be associated with moderate block length. As shown in details in Appendix B, R > = 0.8, the smallest payload size possible for single RB is K = 640.
If we further consider the nature of EMBB traffic, this is largely driven by the Internet Protocol. As an example, packets sizes at the upper layer can have a lower range as follows.
· Simple TCP ACK = 40 bytes = 20 (IP) + 20 (TCP) = 40 bytes (320 bits)
· Short DATA, e.g. HTTP request = 20 (IP) + 20 (TCP header) + 26 (min HTTP header)  = 66 bytes (528 bits)
· VoIP = 40 bytes IP/UDP/RTP + 20 bytes voice payload = 60 bytes (480 bits) 

Note that 24-bit CRC or upper layer/MAC overhead is not even accounted here (which accounts for at least an additional 100 bits), and this is merely an illustration. Moreover, additional data analysis of real internet traffic shows distributions which are consistent with these examples (see Appendix on “Internet Data Traffic Analysis”). Hence, one finds that in conjunction with the above figure, a single LDPC code as in [2] can sufficiently address the requirements of EMBB data for both long and short blocklengths.
Observation 1: For EMBB data payloads, LDPC can provide competitive/superior performance.
1. Performance over fading channels
Performance over fading channels
We also evaluate performance over fading channel. In this study, TDL-C100ns w/ fd = 55Hz is evaluated. It can be seen that for a wide range of SNRs and code rate combinations, Polar and LDPC code performance are very similar.
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	Figure 4. Small packet size (K = 1024) of LDPC and Polar Codes over small delay spread channel
Es/N0 to achieve 1% BLER performance as a function of block length and code rates are shown in Figure 5. Small packet performance of LDPC and Polar Codes over fading channel shows similar trend as AWGN performance. Overall, LDPC code performance compares similarly to polar code with L = 8.
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[bookmark: _Ref466806219]Figure 5. Small packet performance of LDPC and Polar Codes over fading channel
Frequency highly selective fading channel such as ETU channel is also evaluated for K = 1024 w/ rate R = 8/9 and 5/6 (where some company reported large performance gap between polar and LDPC). Performance simulation shows both codes have similar performance. LDPC code slightly outperforms polar code w/ practical list size = 8. The performance is almost identical to that of L = 32, which requires large amount of extra HW. It is clear that LDPC code performance is robust across different channel conditions (AWGN, fading w/ small and large delay spread).
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	Figure 6. Small packet size (K = 1024) of LDPC and Polar Codes over large delay spread ETU channel

Performance over fading channels with HARQ
Another critical aspect of traffic at shorter blocklengths is robust HARQ support. Small payloads are often associated with bursty transmissions, and the robust and efficient IR HARQ can allow for faster rate adaptation with high reliability. The benefits of IR-HARQ are well known, e.g., voice service, small data applications, see reference e.g. [7]. HARQ is critical to small data packet performance (voice quality, latency, packet error rate, etc.) in particular since UE may not always have the luxury to acquire very accurate CQI measurement (Often there may not be enough data activity to train the link adaptation loops or generate accurate and frequent CQI. The benefits of IR-HARQ are well known.). Moreover, for small RB allocation, IR-HARQ over time and hopping over frequency provides more diversity which is crucial to short block size performance.
Here we provide some performance evaluations for the IR-HARQ between LDPC and Polar codes at small blocklengths. A more detailed analysis is given in [9], which includes a discussion of some of the fundamental limitations of HARQ schemes of Polar codes. The following simulations assume the conditions below in Table 1. In the following, the first transmission rates may start at R=2/3, 1/2, or 1/3, and the number of re-transmissions is allowed to continue up to a total of 4 transmission total. Generally, it is observed that the robustness of IF based IR HARQ for LDPC codes as described in [2] make them suitable for bursty transmissions of small data payloads in fading environments, while for short block lengths the performance of Polar codes suffers significantly at the later transmissions. Similar performance degradations can be observed across other block lengths. (Note this was also reported in [4].)
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Figure 7. Small packet size (K = 128, R = 1/3) of LDPC and Polar Codes IR-HARQ performance over TDL-100 Channel with frequency hopping
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Figure 8. Small packet size (K = 128, R = 1/2) of LDPC and Polar Codes IR-HARQ performance over TDL-100 Channel with frequency hopping
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Figure 9. Small packet size (K = 128, R = 2/3) of LDPC and Polar Codes IR-HARQ performance over TDL-100 Channel with frequency hopping

Observation 2: Although fading performance can be similar for LDPC and Polar codes for 1st transmission, IF based IR-HARQ for Polar codes can suffer significantly relative to IR LDPC.
Enhanced performance for short blocklength LDPC codes
Although it was discussed in previous sections that the LDPC codes and decoding algorithms from previous contributions can be sufficient for addressing EMBB data, here we conclude the paper by illustrating various ways in which the decoding performance of LDPC codes can be increased at very small blocklengths. 
Performance of the sum-product (SP) decoder or adjusted Min-Sum (AdjMS) decoder on LDPC codes depends on good statistical mixing of information in the graph of the code. Thus, usually at large blocklengths, the performance of SP or AdjMS is generally very good. It has been observed that at very short blocklengths the performance of the SP or AdjMS decoders can have a gap to the maximum-likelihood (ML) decoding performance of the same LDPC codes [2]. It is also observed in [2] that in general the maximum-likelihood decoding performance of all candidate channel codes for short blocklength eMBB data is comparable. The plot below shows the (almost) ML decoding performance of various candidate code constructions. We observe from the plot that the code design themselves are competitive. Similar study was also done in [17].
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In this section we propose various methods of obtaining enhanced performance for the rate-compatible LDPC design proposed in [1].
Increasing the number of maximum iterations
Performance gains at lower rates can be obtained by increasing the number of iterations of layered AdjMS decoding. In the plot below we observe that close to 0.2 dB gain is obtained by increasing the number of maximum (layered) iterations from 15 to 30. This is particularly useful when it is desirable to further enhance receiver performance for small block length with available HW that is designed to support peak throughput.
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In the above plot, the decoder for LDPC used was AdjMS with layered decoding schedule. 
Observation 3:  ML decoding performance of candidate channel coding schemes are comparable.
Observation 4:  Enhanced performance for the AdjMS decoder for short blocklength LDPC codes can be obtained by simply increasing the number of maximum iterations. 

List-decoding for LDPC codes 
Since the ML decoder is worst case exponential in blocklength complexity, it is not a practical decoder. A lot of past work [3-9] has been devoted to devise quasi-ML decoders which have performance close to the ML decoder but with reasonable implementation complexity. All such quasi-ML decoders are based on the some variation of the standard list-decoder [3] wherein the decoder produces several candidates for the transmitted codeword and then a codeword in the list closest to the received message in the sense of the ML metric is selected as the output of the decoder. If no codeword is present in the list a failure is declared. To maintain low implementation complexity it is desirable to keep the list size small. One approach for list-decoding is provided in [8] and consists of selecting a small set of codebits, denoted by S, which then take on all the possible S-tuple values in . Then, for each S-tuple in , decoding is performed and the codeword with the best ML metric is then the output of the list-decoder. In [8], the least reliable received bits, before decoding, are selected to be the bits over which the list-decoder is run. More precisely, S codebits are selected which have the lowest channel reliabilities. Then, the SP decoder is run for each setting of the S-tuple in the set  leading to  candidate output messages amongst which a codeword with the largest ML metric is selected to be the output of the list-decoder. This list-decoder is called as saturated Min-Sum (SMS) in [8].
For rate-compatible LDPC design as proposed in [2], we use the naturally available (HARQ) parity-bits to perform list-decoding of LDPC codes following on the lines of the SMS decoder described above (cf. [8]). I.e., after receiving the message, the AdjMS decoder is run until convergence to a codeword. If it does not, then list decoding is initiated. The list decoder extends the received codeword with S parity bits as described in [2]. For each of the possible values of the set S in , the AdjMS decoder is invoked. We stress here that the parity-bits are not transmitted and they are just used for list-decoding. For short block lengths, multiple list candidates can be run in parallel on the LDPC decoder proposed in [6] since that hardware is already provisioned to run decode codewords in parallel for the large block length scenario. As a result of using the naturally available HARQ parity-bits, only minor hardware changes to the controller are required to utilize list-decoding of LDPC codes and hence obtain enhanced performance.
Performance of list-decoding at higher rates
At high rates we see that the performance gap between LDPC codes proposed in [1] and PC-Polar construction with L = 8 can also be closed either by an LDPC list-decoder with L = 8 or L = 32.
It should be noted that, even without any list decoding enhancement schemes, LDPC performance is already competitive/superior to polar code for practical block length and MCS combinations for eMBB as shown in the previous sections. In this section, it is mainly to illustrate the potential of LDPC code to its approach ML performance with the available iterative decoder built for moderate to large block size when it is needed.
K = 100:-
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K = 400:-
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Performance of list-decoding at lower rates
 For lower rates the above approach still provides with gains however larger gains could be obtained by using the list-decoder based on SMS [8]. Note that SMS-4 is building a list of 16 by flipping least reliable 4 bits exhaustively.
[image: ]

Observation 5: Efficient list-decoding of LDPC codes possible for better performance of LDPC codes at shorter block length, potentially approaching the ML performance of the code.
Observation 6: Use of naturally available parity-bits in the rate-compatible design of the LDPC codes can allow an efficient implementation of the list-decoder without resorting to a sorting step for finding least or most reliable codebits. This also allows the list-decoder to maximally utilize the decoding hardware which has already been provisioned for the large blocklength scenario.
In light of observations related to complexity and implementation in a companion paper [6], we come to the following conclusion.
Proposal 1: Select LDPC for smaller EMBB data blocklengths and thus adopt a single code for EMBB data channel.

Conclusions
Observation 1: For EMBB data payloads, LDPC can provide competitive/superiori performance.
Observation 2: Although fading performance can be similar for LDPC and Polar codes for 1st transmission, HARQ for Polar codes can suffer significantly relative to IR LDPC.

Observation 2: Enhanced performance of LDPC codes at shorter blocklength could be obtained either by increasing number of maximum iterations (at lower rates) or using a list-decoder which efficiently utilizes the already provisioned hardware for large blocklength LDPC codewords.
Observation 3:  ML decoding performance of candidate channel coding schemes are comparable.
Observation 4:  Enhanced performance for the AdjMS decoder for short blocklength LDPC codes can be obtained by simply increasing the number of maximum iterations. 
Observation 5: Efficient list-decoding of LDPC codes possible for better performance of LDPC codes at shorter blocklength, potentially approaching the ML performance of the code.
Observation 6: Use of naturally available parity-bits in the rate-compatible design of the LDPC codes can allow an efficient implementation of the list-decoder without resorting to a sorting step for finding least or most reliable codebits. This also allows the list-decoder to maximally utilize the decoding hardware which has already been provisioned for the large blocklength scenario.
Proposal 1:  Select LDPC for smaller EMBB data blocklengths and thus adopt a single code for EMBB data channel.
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Appendix
Internet Data Traffic Analysis 
Analysis from a typical month of CAIDA publically available data on Chicago's Equinix exchange shows a case where majority of the traffic is dominated by large size packet. It can be seen than majority of the traffic load (>90% for IP V4 and > 98% for IP V6) is composed of packet of size > 1000 bytes, which corresponds to large packet at phy layer and especially for channel coding, where info bit reaches maximum around K = 8000. A further zoom in of the traffic load CDF shows that at the tail region, roughly 40~50-byte small packet is practically the smallest packet size that could be reached. Including PDCP/RLC/MAC and PHY CRC overhead, the practical minimum data TB size is around 400~500 bits for a 40~50 byte small packet (typically TCP Ack packet).
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Appendix Figure-1: traffic load CDF as a function of packet size
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Appendix Figure-2: traffic load CDF as a function of packet size (zoomed in)
This data was taken from the The CAIDA UCSD Chicago Equinix exchange in the range of 2015 to 2016, and is available at http://www.caida.org/.
LTE MCS table and code rate for modulation transitions
Another data point is from LTE MCS table. For example, in LTE, there are only 25 entries of TB size (including CRC) < 200 bits out of 2700 entry MCS table in LTE, which is < 1% of the total MCS table. This ratio is expected to be even smaller considering the much wider bandwidth in NR. It is clear that additional area increase to support such small portion of the overall traffic shall not incur a hardware cost that goes out of portion. Finally, it is also observed that high code rate cannot be associated with too small packet size due to the RB granularity. For instance, coding rate R > 0.8 only occurs at high modulation (e.g., 64QAM), in which case, for a single RB, the payload size has to be >= 640 to reach such a high coding rate (similarly, R >= 2/3 only occurs with K >= 528), which also provides some guidance on small block length code design to be more focused on practical feasible code rate and code block length combinations.











Appendix Table 1: single RB MCS combinations (assuming LTE MCS Table as baseline)
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Each RB is assumed to span 12REs x (14 – 3 (DL/UL ctrl and RS overhead)) symbols = 132 tones.
Fading Channel Simulation Setups

	Parameter
	Value

	Sampling Frequency
	FFTLength * Tone spacing

	FFT length
	2048

	Numerology
	30 KHz NCP (15kHz NCP for ETU case)

	System Tones
	2048

	Fading Channel
	TDL-C with 100 nsec RMS delay spread

	Doppler Profile
	Jakes model with 55 Hz Doppler spread

	Number of BTS antennas
	1

	Number of UE antennas
	2

	Number of Layers
	1

	Number of Codewords
	One codeword

	Antenna correlation
	low

	Overhead
	No pilot/control overhead

	Coding
	LDPC ( layered adjMinsum, 25 iterations)
Polar (16-bit CRC, List size 32)

	Interleaving  within a CB
	random permutation

	HARQ
	RV: 0,1,2,3

	Channel Estimation
	Genie Channel & Genie noise

	Demapper
	MMSE

	K
	Depending on MCS

	N (per transmission)
	Same across reTx depending on 1st Tx MCS

	Modulation
	QPSK

	Number of OFDM symbols per transmission
	11

	Data allocation across HARQ transmissions
	1) Data symbols are allocated to continuous REs
2) Rate match to obtain the desired code length N.
3) Data location in frequency is randomly chosen (frequency hopping) across HARQ transmissions

	
	






Table 1. IR-HARQ simulation assumptions over fading channels
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