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1	Introduction
Since the RAN1 #84bis meeting, we have been discussing the performance and complexity of major channel coding candidates for eMBB and other scenarios. Besides these factors, a proper design of incremental redundancy HARQ (IR-HARQ) is important for a successful design of channel coding for 3GPP NR. For turbo codes, the design is mature and has been used in LTE for years. Similarly, many IR-HARQ schemes are available for LDPC codes that show competitive performances as in LTE turbo IR-HARQ scheme. For polar codes, the design of IR-HARQ is not as mature as Turbo and LDPC codes, and we have given a summary in [1]. In this contribution, we investigate a new design for polar IR-HARQ. 
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]2	IR-HARQ Design
So far, some potential methods for polar IR-HARQ have been studied [2-6]. For eMBB data channel, all these have many concerns compared to LDPC and Turbo IR HARQ schemes as highlighted in [1]. IR HARQ support is one critical reason that polar codes are still not suitable for eMBB data. To discuss further on polar IR HARQ, a new polar IR-HARQ design is proposed in this contribution, which is based on the general inner and outer coding design paradigm for IR-HARQ schemes.
New design paradigm for polar IR-HARQ: a view of inner and outer coding
To facilitate the discussion of the retransmission schemes for IR-HARQ, we use a view of inner and outer coding to model HARQ retransmission schemes. The detailed inner/outer coding model is illustrated in Figure 1.
Information bits are fed into the “outer encoder”, which encodes or distributes information bits for multiple transmissions with a maximum Tx number of . The Tx1 code is the code for the 1st transmission. When retransmission is needed, Tx2, Tx3, … , Tx-n will be applied as requested.
The “inner code” in the model, in general, shall further encode coded bits of different transmissions. For the 1st transmission, the coded bits for Tx1 code will be directly transmitted. For other transmissions, the transmitted bits will be a function of the encoded bits in the current Tx together with previously encoded bits. This process is similar to an “inner encoder” from a general channel coding point of view. In this contribution, we use simple outer and inner codes for polar IR-HARQ. 
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Figure 1. Inner and outer code model for IR-HARQ
With the inner and outer code model for IR-HARQ, rate matching and puncturing can be implemented. For example, if a target code is  with  coded bits and the sub-code for one transmission is , if , we can use two Tx sub-codes and the second sub-coded bits will be punctured to match the coded bits . Various puncturing patterns can be supported under this design paradigm.

Inner code: example designs
As an example, we provide a simple design for the inner code under the inner/outer code model for IR-HARQ. To illustrate the idea, we use very short polar codes in Figure 2. In general, for each transmission the code can be of any size.
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Figure 2. An example polar code IR-HARQ scheme
As shown in Figure 2, the initial transmission sends polar coded bits. When retransmission is needed, the output of the 2nd Tx coded bits will be XORed (exclusive OR operation) with the coded bits of the 1st transmission. For the 3rd Tx, its coded bits will be XORed with the coded bits of the 2nd transmission, and so on. This design is used for the simulations in this contribution.

An alternative design of the “inner code” is shown in Figure 3. The difference here is that the 3rd Tx coded bits are the results of XOR operations between the 1st Tx code and 3rd Tx code, and the 4th Tx coded bits are also XORed with the 1st Tx coded bits. This scheme enables the direct redundancy improvement for the initial (the 1st) transmission.
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Figure 3. Alternative "inner code" design for the polar code IR-HARQ scheme

Inner code generalization

Let  denote the information bit vector of the th transmission,  be the coded bit vector of the th transmission, and  be the generator matrix of the corresponding polar sub-encoder.

For the design in Figure 2, we have , , , , , , , and , and the coded bits of all transmissions can be stacked as
 ,
where the addition operation is the modulo-2 addition.

Simarly, for the alternative design in Figure 3, the coded bits can be stacked as
 .

In general, the relationship between the information bits and coded bits can be characterized as

 ,

and if a different  is selected, it will lead to a different IR-HARQ design. For example, a  different from Figure 2 and 3 could be  .

In fact, for four transmissions, all inner code designs can be characterized by

 .

There are 64 possible choices for  in total, and each of them corresponds to one inner code design. Some of the inner code designs will lead to reasonable IR-HARQ decoding performance, while some of them will not.

For the most general case, i.e., the number of total transmission is an arbitrary , all inner code designs can be characterized by

 .

The total number of choices for  is  .

Outer code: an example design
A very simple outer code design exists. Assuming that :
· For the first transmission, assume we transmit information bit x1, x2, … , xk, and x1, x2, … , xk1 are at the less polarized bit channels;
· For the second transmission, we transmit information bit x1, x2, … , xk1, and in this transmission bit x1, x2, … , xk2 are at the less polarized bit channels;
· For the third transmission, we transmit information bit x1, x2, … , xk2, and in this transmission information bit x1, x2, … , xk3, are at the less polarized bit channels;
· For the last transmission, we transmit information bit x1, x2, … , xk3.

In our simulation we use this simple method. Methods in [2-4] can also be considered for outer codes.

Decoding and redundancy combining

Decoding and combing of retranmssions is straightfoward. For each transmition the coded bits can be decoded separately. The decoding and redundancy combing can follow this procedure:
1. Decode the n-th tx data and make hard decisions;
2. Update the input LLRs of the n-1 th tx data with the help of the hard decisions of the n-th tx;
3. Use the n-th decoded data as frozen bits to decode the n-1 th tx data;
4. Repeat step 1, 2 and 3 for each transmission, until the first transmission is decoded.
The decoded bits of the 1st transmision are the output of decoding. We use this method for the simulations in the contribution.

Other redundancy combing and decoding schemes are possible. For example, an alternative decoding process can utilize joint list decoding, following this procedure:
1. List-decode the n-th tx data and keep the hard and soft outputs in all lists;
2. Continue the list-decoding for the n-1 th tx data by using the hard and soft outputs of the previous transmission. Still keep the resulted n-1 th tx hard and soft outputs in all lists. Repeat the same procedure for all remaining transmissons;
3. Select the best list and make the decision for each information bit only when the last bit in the first transmission is decoded.

3	Simulation results
In this section, we provide initial simulation results for the investigated IR-HARQ scheme.
The performance of a low coding rate case is shown in Figure 4. The number of information bits, K, is equal to 40, and the number of coded bits, N, is 128. The coding rate is approximately 1/3. A non-CRC-aided list decoder is used for decoding, and the list size is 32.
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Figure 4. BLER comparison of CC and IR, (K = 40, N = 128)
A larger outer code should be used in this kind of IR HARQ solution to support a wider range of block sizes and code rates, whereas CC HARQ can operate with a much smaller polar code. As hardware provisioning for outer code depends on the lowest code rate and maximum information block size, we see higher complexity compared to LDPC and Turbo IR HARQ solutions. 
Observation 1: A new polar IR-HARQ design is investigated and initial simulation results are provided. It is unclear so far what its performance and complexity could be compared to other coding schemes like LDPC and turbo codes.

4	Conclusion
Observation 1: A new polar IR-HARQ design is investigated and initial simulation results are provided. It is unclear so far what its performance and complexity could be compared to other coding schemes like LDPC and turbo codes.
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