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Introduction
Network-based inter-cell interference coordination such as ICIC and CoMP schemes, are of high importance for the 5G NR. One of the important assumptions for studying, and evaluating, such solutions is the architecture and related signalling delays between the involved network elements. The objective of this contribution is therefore to initiate discussions towards agreeing on such fundamental assumptions for the proceeding work on network-based ICIC and CoMP.

In RAN1 #86bis, the following agreement was made on the NR network coordination schemes[1]:

Agreements:

· For NR network coordination schemes, following three deployment scenarios are encouraged to be evaluated in phase 1

· Indoor hotspot, dense urban, urban macro

· Use the simulation assumptions in TR 38.802 as baseline

· Adopt at least the FeCoMP (TR 36.741) methodology in terms of coordination

· E.g. Coordination cluster size, backhaul latencies, traffic loads, etc.

· The parameterization from the agreements on email discussion for NR MIMO calibration [86-20] could be considered

In addition to the evaluation assumption in [2] for FeCoMP, NR should include the advanced network deployment scenarios considering centerallized and cloudifed deployment scenarios with , can be a good starting point
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Latency assumptions for network-based coordination studies 
The following cases are proposed to be considered:

· Centralized case with RRH and ideal fronthauls:
Scenario with a centralized unit connected to the remote radio heads (RRHs) via high-speed and virtually zero laytency fronthaul conections. Also known as ideal fronthaul. The RRHs can be either low power or high power transmission points, i.e. either small cells or high-power macro cells. This type of scenario was also considered in past LTE-A 3GPP studies of e.g. eCoMP [3].
· Centralized case with RRH and non-ideal fronthauls:
Similarly as the previous scenario, but here the connection between the centralized unit and the RRHs is via non-ideal fronthaul links. Typically, the CPRI/OBSAI fronthaul round trip time (RTT) latency is on the order of up to 0.3-0.5 ms, while Ethernet fronthaul implementations may have RTT of up to 2-5 ms for scenarios where there can be several kilometers of distance between the RRHs and the centralized unit. So we propose to have new cases with non-ideal fronthaul RTT latencies ranging from 0.3 ms to 5 ms.
· Distributed architecture with gNBs inter-connected via non-ideal backhaul connections:
For this scenario network-based coordination is distributed, and happening via signaling exchange between the base station units over Xn backhaul connections. Inspired by the earlier LTE-A eCoMP studies [3], we propose to consider Xn RTT latencies ranging from 2-10 ms as typical values.
Proposal 1: NR should consider at lease following network architecture for evaluation of network based coordination schemes. 

· Centralized case with RRH and ideal fronthauls

· Centralized case with RRH and non-ideal fronthauls

· Distributed architecture with gNBs inter-connected via non-ideal backhaul connections

For network-based coordination schemes that mainly rely on exchange of control signaling between the network element (or potentially user plane signaling), it is not necessary to impose restrictions on the bandwidth of the interfaces at this point in time. Most importantly is to have reached agreement on the coordination latency assumptions. 

Given these three proposed “reference scenarios” for NR network-based coordination, it should be made clear in coming 3GPP contributions which information is assumed to be exchanged between BS (over the non-ideal backhauls) or between a Centralized Unit and RRHs (over ideal or non-ideal fronthauls). As a few non-limiting examples, the type of information that may be exchanged over the networks coordination interfaces could be:

· For the distributed architecture case, eNBs may e.g. exchange control information to agree on coordinated muting actions, coordinated power boosting, beam coordination, coordination of transmission Ranks, etc…

· For the centralized architecture, the inter-cell coordination is conducted centrally, e.g. based various measurements reports (e.g. UE CSI measures) being signaled from the RRHs to the central unit. Similarly, scheduling and link adaptation decisions taken by the central unit are subject to the fronthaul latency.

Reaching agreement on the assumptions for network coordination (and related latencies), will help proceed with the network-based coordination work in RAN1 for the 5G NR by using a unified set of assumptions.
Proposal 2: NR should define the fronthaul latency for evaluating network-based coordination schemes under the architecture of “Centralized case with RRH and non-ideal fronthauls”
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Conclusion
In this contribution we have proposed to consider both centralized and distributed architecture scearios for studying the various candidate solutions for network-based coordination such as ICIC and CoMP schemes. For the scenarios with a centralized architecture and RRHs, we propose to consider cases with ideal-front (zero latency) and non-ideal fronthauls with RTT latencies ranging from 0.3 ms to 5 ms. For the distributed architecture with coordination/collaboration via Xn backhaul connections between the base station units, we suggest to consider RTT signalling latencies of 2-10 ms for non-ideal backhauls. These assumptions are summarized in the following Table: 
	Network Architecture
	Fronthaul/backhaul assumption
	Coordination latency, RTT

	Centralized unit connected to several RRHs
	Ideal fronthaul
	0 ms
(fronthaul latency)

	Centralized unit connected to several RRHs
	Non-ideal fronthaul
	0.3 ms to 5 ms 
(fronthaul latency)

	Distributed architecture with eNBs inter-connected via Xn interfaces
	Non-ideal backhaul
	2 ms to 10 ms
(backhaul latency)


In forthcoming 5G NR contributions on network-based coordination, it should be made clear which information is assumed to be exchanged between BS (over the non-idead backhauls) or between a Centralized Unit and RRHs (over ideal or non-ideal fronthauls). This will help proceed with the network-based ICIC and CoMP work in RAN1 by using a unified set of assumptions for coordination latencies, depending on the assumed architecture.

Proposal 1: NR should consider at lease following network architecture for evaluation of network based coordination schemes. 

· Centralized case with RRH and ideal fronthauls

· Centralized case with RRH and non-ideal fronthauls

· Distributed architecture with gNBs inter-connected via non-ideal backhaul connections

Proposal 2: NR should define the fronthaul latency for evaluating network-based coordination schemes under the architecture of “Centralized case with RRH and non-ideal fronthauls”
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