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Introduction
In the RAN1#86bis meeting, it was agreed [1] that 
1) the channel coding for eMBB data channel is LDPC code, at least for information block size > X, 
2) FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X, 
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
3) the value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account. 

Although there is still some debate about fair performance comparison based on the same complexity, LDPC codes are certainly a good channel coding candidate even for short information block size. 
Since LDPC codes have the self-error-detection capability based on syndrome check, LDPC codes usually can provide a certain level of FAR (false alarm rate) without CRC bits. Therefore, to compare LDPC codes and other coding schemes in a fair way, we should analyse the number of CRC bits that is needed for LDPC codes to achieve the same or a lower probability of false alarm as other coding schemes achieve with 24 CRC bits.
In this contribution, we present analysis on the block error rate (BLER) for each coding scheme when FARs are the same for all codes. 
Analysis on BLER for fixed FAR
As previously mentioned, since LDPC codes have the self-error-detection capability based on syndrome check, LDPC codes usually can provide a certain level of FAR without CRC bits. In general, FAR of LDPC codes is varying according to codeword size. For example, FARs of LDPC codes of information block size KLDPC = 117 and 1014 for each code rate are presented in Figures 1 and 2, respectively. The LDPC code proposed in [2] and its extension for R=1/5 are used for simulation. As shown in Figures 1 and 2, FARs are always lower than 2-7 and 2-10, respectively. These results can be interpreted that LDPC codes have self-error-detection capability corresponding to CRC 7 and 10 bits, respectively. Therefore, if we allocate 17 and 14 bits among 117 and 1014 LDPC information bits to CRC parity bits, respectively, then we can obtain FAR = 2-24 corresponding to CRC 24 bits (similar to LTE standard). 
On the other hand, polar and turbo codes do not have self-error-detection capability, therefore, a concatenation with CRC is needed to guarantee a certain level of FAR. Furthermore, in CRC-aided list decoding, some CRC bits are used for improving BLER. For example, in polar decoding with list-32 and CRC 8 bits, 5 (= log232) CRC bits and the other 3 bits are used for decoding and error detection, respectively. Therefore, FAR becomes just 2-3. Similarly, since PC-polar code proposed in [2] also has no self-error-detection capability, its FAR is very high without additional CRC bits. 
[bookmark: _GoBack]Consequently, to achieve FAR = 2-24, turbo codes need CRC 24 bits and polar codes need at least CRC 24 bits. The more lists, the more CRC bits in the case of polar codes. To compare LDPC codes and other coding schemes in a fair way, we present the code block error rate performance for each coding scheme when false alarm rates and decoding complexity are almost the same for all codes, in Sections 2.1 and 2.2. 
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Figure 1. FAR of LDPC Codes with KLDPC=117
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Figure 2. FAR of LDPC Codes with KLDPC=1014

2.1	LDPC with adjust min-sum decoding and polar with list-8 decoding
Figures 3-6 in this section present the coding performance based on adjust min-sum algorithm (adjMSA) for LDPC code and list-8 decoding for polar code. For fair comparison with the same decoding complexity, we set the number of iterations for LDPC decoder and the size of lists for polar decoder to 50 and 8, respectively. 
From the simulation results in Figures 3-6, we can get the following observations: 

Observation 1: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-8 decoding and LDPC codes with adjust MS decoding is comparable for short information block size K<1000. 
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Figure 3. CBLER with K = 100 and max FAR = 2-24 (adjMS vs List-8)
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Figure 4. CBLER with K = 200 and max FAR = 2-24 (adjMS vs List-8)
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Figure 5. CBLER with K = 400 and max FAR = 2-24 (adjMS vs List-8)
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Figure 6. CBLER with K = 1000 and max FAR = 2-24 (adjMS vs List-8)

2.2	LDPC with offset min-sum decoding and polar with list-4 Decoding
Figures 7-10 in this section present the coding performance based on offset min-sum algorithm (OMSA) for LDPC code and list-4 decoding for polar code. For fair comparison with the same decoding complexity, we set the number of iterations for LDPC decoder and the size of lists for polar decoder to 50 and 4, respectively.
From the simulation results in Figures 7-10, we can get the following observations: 

Observation 2: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-4 decoding and LDPC codes with offset MS decoding is comparable for short information block size K<1000.
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Figure 7. CBLER with K = 100 and max FAR = 2-24 (offset MS vs List-4)
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Figure 8. CBLER with K = 200 and max FAR = 2-24 (offset MS vs List-4)
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Figure 9. CBLER with K = 400 and max FAR = 2-24 (offset MS vs List-4)
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Figure 10. CBLER with K = 1000 and max FAR = 2-24 (offset MS vs List-4)

Observations and Proposals 
In this contribution, we present the following observations and proposal from analysis on the performance for each coding scheme: 

Observation 1: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-8 decoding and LDPC codes with adjust MS decoding is comparable for short information block size K<1000.
Observation 2: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-4 decoding and LDPC codes with offset MS decoding is comparable for short information block size K<1000.

Proposal 1: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 
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