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Introduction
In the RAN1#86bis meeting, it was agreed [1] that

Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS

In this contribution, we summarized our companion contributions [2-7] to select the channel coding scheme for data channel for NR. 
Discussion 
The channel coding scheme for data channel should be selected based on the relevant requirements, performance, flexibility, latency and complexity. To compare of candidate channel coding schemes in fair way, we present the code block error rate performance for each coding scheme when false alarm rates and decoding complexity are almost the same for all codes. In this section, we provide the analysis results taking into account the fair comparison. 

1.1 Performance 
In [2], we present the simulation results of the coding performance with the same computational complexity and information block size (<= 1024) for fair comparison. The decoding performance of LDPC and LTE turbo code is obviously improved as the number of iterations increases, however, the rate of improvement could slow due to decoding convergence after some iterations. Furthermore, since the decoding complexity increases linearly with the number of iterations for LDPC and turbo codes, the analysis on the trade-off between the complexity and performance is important. The decoding performance of polar code is obviously improved as the number of list increases, however, the decoding complexity increases almost linearly with the number of lists. Fig. 1 presents number of operations and performance comparison. 
Observation 1: Even for short packet sizes, LDPC codes with early stopping decoding always performs better than Polar code with list size 4 and Turbo code with early stopping based on CRC.
· For fixed decoding complexity, the coding gain of LDPC codes is always larger than those of Polar and Turbo codes.
· For fixed coding performance (BLER), the decoding complexity of LDPC codes is always smaller than those of Polar and Turbo codes. 
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Figure 1. Performance of FEC Schemes (K=100, N=300)

Proposal 1: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 


1.2 Analysis on BLER for fixed FAR
LDPC codes have the self-error-detection capability based on syndrome check, LDPC codes usually can provide a certain level of FAR without CRC bits as shown in Fig 2. However, polar and turbo codes do not have self-error-detection capability, therefore, a concatenation with CRC is needed to guarantee a certain level of FAR. In CRC-aided list decoding, some CRC bits are used for improving BLER. To compare LDPC codes and other coding schemes in a fair way, we present the code block error rate performance for each coding scheme when false alarm rates and decoding complexity are almost the same for all codes as in Fig. 3. More results are presented in [3].
Observation 2: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-4 decoding and LDPC codes with offset MS decoding is comparable for short information block size K<1000.
Proposal 2: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 
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Figure 2. FAR of LDPC Codes with KLDPC=117
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Figure 3. CBLER with K = 100 and max FAR = 2-24 (offset MS vs List-4)


1.3 Flexibility 
In [4], IR-HARQ schemes for LDPC codes and polar codes are summarized and some results of performance evaluation on AWGN channels and tapped-delay-line (TDL) channels are given. The rate-compatible quasi-cyclic LDPC codes are introduced in many contributions including [5]. We compare the IR-HARQ performance between LDPC codes and IF-polar codes introduced in [8-9].
Fig. 4 shows the performance comparison on AWGN channels. Fig. 5 shows performance comparison over TDL channels. The performance gap is much larger than AWGN channels. Even in the first transmission over the ETU channels, the performance of polar codes is worse than that of LDPC codes. In fast fading channels, some symbols are fall into a deep fade like puncturing, and it is well-known that the performance of polar codes are sensitive to these unexpected puncturing. In addition, the base assumption of polar coding theory, discrete memoryless channels, does not hold for fast fading channels.
Observation 3: On the ETU channels with Doppler spread 70Hz (relatively fast and selective fading), the performance of polar-IR is worse than that of LDPC-IR by 4dB, 6.6dB, 7.5dB in BLER = 1% in the second, the third, and the fourth retransmission, respectively.
[bookmark: OLE_LINK7][image: Figx-PolarHARQ_AWGN]
Fig 4. BLER of LDPC-IR and Polar-IR with IF over AWGN channels
[image: Figx-PolarHARQ_ETU70]
Figure 5. BLER of LDPC-IR and polar-IR with IF over ETU-70Hz channels
In [5], we present details of the proposed lifting method and show the coding performance of LDPC codes obtained by the lifting method in terms of code block sizes and rates. Fig. 6 shows performance of proposed QC LDPC and LTE turbo codes base on below conditions.
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Figure 6: Performance of proposed QC LDPC and LTE turbo codes (R=8/9, 1/3)

Observation 4: The proposed length-compatible QC LDPC code support a stable performance in terms of code block sizes and code rates. 


1.4 Latency 
It is discussed the requirement of latency on channel decoder for data channel based on the special subframe, so-called self-contained frame structure [7]. Considering both the decoding latency and performance, the LDPC decoder can meet the latency requirements for all subcarrier spaces from 15kHz to 120kHz. Here, the LDPC code is decoded by layered decoding with 16 layers for code rate 1/3 as shown in Fig. 7. 
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Figure 7: Performance vs Latency (R=1/3, K=1000) 
Observation 5: Summary of condition to meet the decoding latency requirements for eMBB data channel
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* could be unsatisfied for some cases


1.5 Complexity
Samsung presented larger information block size would benefits to improve coding performance and support full size IP packet transmission without segmentation [10]. It is well-known that LDPC code can support whole range of NR required code length and rate with lifting, shortening and puncturing. In addition, LDPC code has benefit of more coding gain compare to other candidates given similar complexity [2]. It would also be worth to note that LDPC codes which is agreed to be used for eMBB data channel can be implemented efficiently to support from small code block length to larger code block length base on the lifting method. It is very obvious that one code solution is much better than two code solution in terms of implementation complexity. If second code for data channel would be added, it will be more complicated not only from specification but also implementation perspective, compared to LDPC code as a single code solution. First, the additional operation must be defined to support flexible change the encoder and decoder. Second, the decoder area will be increased to add the second decoder. However, one decoder, especially for small block length, will be always in idle state as the relevant minimum eMBB data payload would be larger than 320 bits. Given the above proposition, LDPC code should be adopted as a single solution for whole eMBB data channel. 

Proposal 2: Adopt LDPC code for eMBB data channel for whole range of information block size 
Conclusion
In this contribution, we present the following observations and proposal for analysis on candidate channel coding schemes for eMBB data channel for short packet service scenarios: 
Observation 1: Even for short packet sizes, LDPC codes with early stopping decoding always performs better than Polar code with list size 4 and Turbo code with early stopping based on CRC.
· For fixed decoding complexity, the coding gain of LDPC codes is always larger than those of Polar and Turbo codes.
· For fixed coding performance (BLER), the decoding complexity of LDPC codes is always smaller than those of Polar and Turbo codes. 
Observation 2: When false alarm rates and decoding complexity are the same, the performance of polar codes with list-4 decoding and LDPC codes with offset MS decoding is comparable for short information block size K<1000.
Observation 3: On the ETU channels with Doppler spread 70Hz (relatively fast and selective fading), the performance of polar-IR is worse than that of LDPC-IR by 4dB, 6.6dB, 7.5dB in BLER = 1% in the second, the third, and the fourth retransmission, respectively.
Observation 4: The proposed length-compatible QC LDPC code support a stable performance in terms of code block sizes and code rates. 
Observation 5: Summary of condition to meet the decoding latency requirements for eMBB data channel
	
	LDPC
	Turbo
	Polar

	K=1000
	R=1/3
	120 Hz
	Satisfy
	Marginally satisfy
	*

	
	
	60 Hz
	
	Satisfy
	

	
	
	30 Hz
	
	
	

	
	
	15 Hz
	
	
	


* could be unsatisfied for some cases
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Proposal 1: Even for short packet service scenarios, LDPC code is a proper channel coding scheme for NR. 
Proposal 2: Adopt LDPC code for eMBB data channel for whole range of information block size
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