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Introduction
The decoder for LDPC codes [1][3] is provided with soft values in the form of received LLRs. In practice, however, the SNR of the channel is not precisely known and as a consequence the received LLRs may be scaled by an unknown constant. Such a situation is not unusual in a wireless setting where the correct scaling constant can depend on AGC, channel estimation errors etc.  One or several of such factors in the scaling may be unknown or inaccurate. It is thus desirable to appropriately scale the LLRs for robust performance of the adjusted Min-Sum (AdjMS) decoder [3][4].
 A basic principle that can be used to find an appropriate scale value is as follows. At the receiver, the code used is known and hence the operating channel capacity needed for acceptable performance is known. Suppose the operating capacity is  or in terms of SNR on an AWGN channel it is . Note that  and  are related through the constellation capacity function. The code has a steep waterfall region such that the BLER falls sharply within one or two dB around the operating point. The receiver has an estimate of the channel gain and what is not known is the additive noise power at the receiver which could include channel estimation errors. Without knowing the additive noise power the receiver could simply assume that the noise power is such that the instantaneous channel SNR is at the operating point and thus scale accordingly. As a consequence of this scaling, various things will happen depending on the true channel condition. If the additive noise was such that the actual channel SNR is much below , then the decoding is going to fail regardless of the scaling performed in the decoder. If the additive noise is such that the actual channel SNR is much better than , then the LLRs are scaled down to magnitudes typical of a lower SNR. The error rates on these LLRs are however lower than their magnitudes indicate. The BLER in this channel region is already very small and in iterative decoders it has been observed that this scaling down of the magnitudes to the assumed operating point does not degrade performance. Finally , if the actual channel SNR is in the waterfall window, then the assumption on the additive noise makes the SNR estimation error small and the code has a minor performance loss. Altogether the code performance curve typically closely follows the performance curve of the known SNR case. 
In a previous contribution [3] a totally-blind scaling technique was provided. The method presented there [2] can operate in conditions with no knowledge of the underlying channel form and the noise conditions. It works equally well on additive Gaussian noise channels, fading channels, the binary symmetric channel, etc. The only assumption is that the LLRs are only unknown up to a positive scale factor and that the code’s operating capacity (which is largely independent of channel type) is known.  Assuming QPSK transmission, the capacity is thus estimated as a mixture of binary-symmetric channels (every binary-input channel can be thought of as a mixture of binary-symmetric channels [5]) and the scaling factor is appropriately estimated. In this extreme case when no structural assumption is made about the channel, one can to resort to estimating the channel capacity use the scaled LLR magnitudes to represent the channel distribution under LLR scaling. In a more traditional wireless system, however, there is significant prior knowledge available on an appropriate form for the channel distribution. Suppose, for example, that it is known that the channel is a flat fading channel with additive Gaussian noise and that the channel gain is known.  Then, in effect, the distribution is parameterized by a single parameter, the additive noise power.   In the next section we present a very simple scaling algorithm for this case which can find a scale factor for robust performance quite easily without any implementation or latency penalty. 

Robustness of AdjMS decoder to SNR estimation errors
In this experiment we assume QPSK transmission over flat fading channel using rate ½ code at K = 1000. The additive noise has estimation errors. Without loss of generality assume that the channel gain is 1 and let  be the estimated additive noise. The operating  is taken to be in the middle of the waterfall region. For the code under consideration, this is at ~ 1.4 dB. If the actual additive noise is , then the SNR estimation error is given by (in dB) .  If we knew the actual additive noise, then the correct LLR scale factor for the received soft values is . However, we assume only the estimate  and the target  Applying the principle of scaling mentioned in the previous section, we form the scaling factor by constructing for  a substitute  determined by   for some small value of . For , we in effect rely solely on the noise estimate which could be poor in the presence of channel estimation errors for example. Below, we present performance curves showing the robustness of the various decoders for two different values of , 0 and 0.25. We make several observations. Firstly, if we rely solely on the additive noise estimate  to form the scaling factor, then the decoder performance degrades in face of large SNR estimation errors. For small values of , all the decoders are robust over a very wide range of SNR estimation error. The blue curves below correspond to the floating point sum-product (SP) algorithm, the grey curve corresponds to the floating point AdjMS and the orange curve corresponds to a fixed-point (hardware implementable) AdjMS decoder. 
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Observation 1: A simple pre-processing step of the received LLRs can make the AdjMS decoder insensitive to LLR scaling by unknown factors such as channel estimation errors, AGC gain etc. 

Note that if the SNR estimate was correct, then the scaling would actually deviate from the ideal scaling of . However, the next plot shows that the effect is negligible loss in performance across all the decoders. 
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Observation 2: The performance of the scale-invariant decoder is very close to the performance with ideal scaling. 

A major advantage of this simple LLR scaling compared to the blind-scaling scheme originally proposed in [3] is that an LLR can be immediately scaled without calculating a scaling factor based on all the received LLRs. This eliminates the latency overhead discussed in [6]. Moreover, it can be incorporated into the LLR scaling required in any fixed-point decoder to prevent LLR saturation, minimizing its effect on complexity.

Observation 3: In wireless transmission with additive Gaussian noise, the appropriate scaling can be found using very low complexity methods.

Further discussion
It is important to understand the full context of a decoder which is robust to estimation mismatch.
First, note that if the channel estimation is largely inaccurate, then it is likely earlier hardware blocks will fail to process before the decoder will itself fail. Therefore, the notion of a purely SNR insensitive decoder being useful can be less relevant if prior tracking loops, demapping stages, or even link adaption cannot proceed based on poor channel estimation quality. 
[bookmark: _GoBack]Second, there is always scaling needed for any fixed-point decoder to avoid input saturation, and even commercial implementation of decoding is always fixed point to achieve the best energy efficiency. The notion of a scale-invariance floating point decoder again becomes less relevant. There is always some stage in hardware present for scaling. In general when the channel is not flat, the additive noise factor can be determined by using a low-dimensional model for the channel distribution such as the mean and the second moment of the channel distribution. Then, given the operating capacity, the additive noise factor can be determined few operations which would allow the demapper to track the scaling factor while it generates LLRs. Scaling is then applied before or during the first decoding iteration.
Conclusions
Observation 1: A simple pre-processing step of the received LLRs can make the AdjMS decoder insensitive to LLR scaling by unknown factors such as channel estimation errors, AGC gain etc.
Observation 2: The performance of the scale-invariant decoder is very close to the performance with ideal scaling. 
Observation 3: In wireless transmission with additive Gaussian noise, the appropriate scaling can be found using very low complexity methods.
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