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Introduction
In RAN1#86, the following agreements for the eMBB control channel coding evaluations were reached [1]: 
· Simulation Assumptions for eMBB control channel coding 
· Evaluate the block error rate (BLER) performance versus SNR 
· Evaluate the false alarm rate versus SNR

	Channel
	AWGN

	Modulation 
	QPSK

	Coding Scheme
	Repetition
	Simplex
	TBCC
	Turbo
	LDPC
	Reed-Muller
	Polar 

	Code rate (for evaluation purposes)
	1/24*, 1/12, 1/6, 1/3, 1/2, 2/3 

	Decoding algorithm** 
	ML
	ML
	List-Viterbi
	Scaled max log MAP
	Adjusted
min-sum 
	FHT
	SC list 

	Info. block length (bits w/o CRC) (for evaluation purposes)  *** 
	1, 2, 4, 8, 16, 32, 48, 64, 80, 120, 200


* Code rate 1/24 is valid for info block length of 1-2 bits
** Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
[bookmark: _GoBack]*** Each of these info. block lengths shall be evaluated at least one of the code rates. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. 


In this contribution, the BLER performance of the LDPC code design proposed in [2] is evaluated for short information block sizes to be used for control channel coding listed above.  In addition, the false alarm rate versus SNR is analyzed. 
LDPC Codes for Control Channel
LDPC codes have been proposed by several companies as good channel coding candidates for NR and the design we have proposed is described in [2]. This design is based on three different rate-compatible base graphs, each designed for a certain range of information block lengths and code rates. In this contribution we demonstrate the performance of the two base graphs of our design that are intended for short block length.
The three different base graphs that we have proposed for NR are summarized in Table 1, see also [2]. Base graphs 2 and 3 are designed for short block lengths and low rates.
[bookmark: _Ref462125875]Table 1 LDPC base graphs
	
	Kb,max
	Kb,min
	Kmax
	Kmin
	Npunc
	Ndeg1
	Rmax
	Rmin
	Z

	Base graph 1
	32
	22
	16384
	176
	2xZ bits
	2xZ bits
	8/9
	1/4
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96
Lift 3: 128, 192, 256, 384, 512

	Base graph 2
	10
	6
	960
	48
	2xZ bits
	Z bits
	2/3
	1/4
	Lift 1: 8, 12, 16, 24
Lift 2: 32, 48, 64, 96

	Base graph 3
	6
	4
	336
	32
	2xZ bits
	Z bits
	1/2
	1/5
	Lift 1: 8, 10, 12, 14
Lift 2: 16, 20, 24, 28
Lift 3: 32, 40, 48, 56



Inherent Error Detection Capability of LDPC Codes
When comparing the performance of LDPC codes to other coding schemes, the inherent error detection capability of LDPC codes should be taken into account. In this contribution we assume that coding schemes without inherent error detection capability must use 16 CRC bits to achieve a low enough probability of false alarm, as in LTE. To compare LDPC codes and other coding schemes in a fair way, we analyze the number of CRC bits that is needed for LDPC codes to achieve the same or a lower probability of false alarm as other coding schemes achieve with 16 CRC bits.
The probability of false alarm is obtained under the assumption that a DCI is sent for UE_n. A false alarm occurs when UE_k (n≠k) decodes to a valid codeword which also passes the CRC check. A DCI sent for a non-intended UE is simulated through random QPSK with AWGN.
To find the number of CRC bits that must be used with LDPC codes, we have considered the cases where the inherent error detection capability of the LDPC code is the weakest, both in terms of SNR, block length and code rate. Since error detection is performed by the check nodes, it is obvious that it is the highest code rate with few check nodes that is the weakest spot. We consider rate 2/3, since this is the highest coding rate for which the control channel coding schemes should be evaluated. Furthermore, we focus on the short block length where error correction is weakest. The highest probability of false alarm is found at medium SNRs, due to the behavior of the LDPC decoder, and therefore we simulate for a range of SNRs to find the weakest spot.
The probability of false alarm for an information block length of k=56, QPSK and different code rates is shown in Figure 1. The simulation is performed for the block length k=56 since we have observed that 8 CRC bits are needed to achieve at least as low probability of false alarm as may be achieved by 16 CRC bits for other coding schemes. The probability of false alarm of the different coding schemes is easily compared if we make use of the estimate of the error detection capability of CRC codes

Coding schemes without inherent error detection capability and 16 CRC bits will have a probability of false alarm of around 2-16 = 1.5*10-5. For LDPC codes, the inherent error detection and the error detection achieved with the 8 CRC bits are combined to give

The number 0.0035 is taken from Figure 1. It should be noted that LDPC codes with 8 CRC bits achieve a much lower probability of false alarm than other coding schemes for most block lengths, code rates and SNR.  
In this analysis we have considered the information block length of 48 bits as the shortest block length for which LDPC codes are used. If LDPC codes are used for shorter block length, additional CRC bits may be needed to ensure a lower probability of false alarm than other coding schemes using 16 CRC bits.

Observation 1 Inherent LDPC parity check sum allows LDPC codes to use fewer CRC bits than other coding candidates.

[image: ]
[bookmark: _Ref462987397]Figure 1	Probability of false alarm increases with increasing code rate, when using LDPC codes for error detection.
Based on the above discussion, we propose that at least 8 CRC bits are used in the evaluation of LDPC codes for the control channel.

Observation 2 LDPC codes need at least 8 CRC bits to achieve the same or lower probability of false alarm than other coding schemes with 16 CRC bits, for high code rate, short block length and medium SNR.

Simulation Results
According to the agreed simulation assumptions for eMBB control channel coding evaluations, we have evaluated the BLER performance of the given block lengths and code rates. The agreement states information block lengths without CRC, so the additional nCRC=8 CRC bits have been added to the information block that the LDPC encoder/decoder see. Correspondingly, nCRC =16 CRC bits have been added to the information block that the TBCC encoder/decoder see.
However, when calculating the code rate, the CRC bits should be counted as additional parity bits, not seen as information bits. This gives an increased code rate seen by the LDPC/TBCC decoder which is given by

In this contribution we compare the LDPC performance with sum-product algorithm and 50 decoding iterations to the performance of the enhanced TBCC proposed in [3][4], with a 256-state convolutional code. Note that the rates shown in the legends are the rates Rinfo agreed for the information blocks, before adding CRC bits. The actual rate that the LDPC/TBCC encoder/decoder see is then calculated according to Rdecoder in the equation above. The agreed info block lengths are shown in the titles, even though the encoder/decoder sees an info block length () since the CRC bits are added before encoding. A reference to the base graph used for the LDPC codes is also given in the legend.
The performance comparison is shown for different block lengths in Figure 2  through Figure 4.
[image: ]
[bookmark: _Ref463039831]Figure 2	Performance comparison of (a) LDPC with 8 CRC bits; (b) enhanced TBCC with 16 CRC bits. Information block length = 48 bits (excluding the CRC bits).

[image: ]

Figure 3	Performance comparison of (a) LDPC with 8 CRC bits; (b) enhanced TBCC with 120 CRC bits. Information block length = 120 bits (excluding the CRC bits).
[image: ]

[bookmark: _Ref463039835]Figure 4	Performance comparison of (a) LDPC with 8 CRC bits; (b) enhanced TBCC with 16 CRC bits. Information block length = 200 bits (excluding the CRC bits).

Based on the above discussion and the simulation results, we make the following observation and proposals:

Observation 3 When the difference in number of CRC bits is accounted for, TBCC provides superior performance than LDPC for smaller info block size (without CRC), while LDPC has superior performance for larger info block sizes.
Observation 4 The switching point between TBCC and LDPC performance is affected by the amount of CRC bit reduction possible for LDPC.

1. Adopt TBCC for control channel for smaller info block sizes.
1. Further investigate the merit of adopting LDPC codes for larger info block sizes of control channel.
Conclusion
In this contribution, we have estimated the number of CRC bits that are needed for LDPC codes for control channel. The BLER performance of the proposed LDPC codes has been evaluated given that needed number of CRC bits are added to the information bits. We made the following observations and proposals:

Observation 1 Inherent LDPC parity check sum allows LDPC codes to use fewer CRC bits than other coding candidates.
Observation 2 LDPC codes need at least 8 CRC bits to achieve the same or lower probability of false alarm than other coding schemes with 16 CRC bits, for high code rate, short block length and medium SNR.
Observation 3 When the difference in number of CRC bits is accounted for, TBCC provides superior performance than LDPC for smaller info block size (without CRC), while LDPC has superior performance for larger info block sizes.
Observation 4 The switching point between TBCC and LDPC performance is affected by the amount of CRC bit reduction possible for LDPC.
1. Adopt TBCC for control channel for smaller info block sizes.
1. Further investigate the merit of adopting LDPC codes for larger info block sizes of control channel.
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