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Introduction
In RAN1#86bis, the following agreements on channel coding schemes for eMBB data were reached [1]: 
Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account

In this contribution, we propose to use a quasi-ML decoder, ordered statistics decoder (OSD) [2], for decoding short block lengths and show performance results for LDPC codes proposed in [3]. 
Proposed LDPC Codes Under Quasi-ML Decoding
[bookmark: _Ref462125875]We demonstrate the performance of the proposed LDPC codes under ordered statistics decoding (OSD) algorithm, a realization of soft-decision nearly-ML-optimal decoding [2]. LDPC designs are based on a rate-compatible base graph (BG), designed for a certain range of information block lengths and code rates. The specification of the proposed BG for NR which is used in this contribution is summarized in Table 1, see also our contribution [3] for more details on the LDPC code designs. 

Table 1 LDPC base graph
	
	Kb,max
	Kb,min
	Kmax
	Kmin
	Npunc
	Rmax
	Rmin
	Available Z values

	Base graph 3
	6
	4
	336
	32
	2xZ bits
	1/2
	1/5
	Lift 1: 8, 10, 12, 14



For decoding, we employ the OSD scheme with different user-defined orders, determined by  and  being the number of information block length. In general, the OSD algorithm consists of two main steps:
· Permutation: it permutes the code’s generator matrix based on decreasing level of reliability measures for received codewords to determine the most reliable basis of the code.
· Re-encoding: Based on the permuted generator matrix, it checks all possible error patterns containing  bit errors (aka order ) by adding it to the hard-decision decoded information bits, and re-encodes the resulting codeword. Finally, it finds the minimum Euclidean distance between the re-encoded codewords and the received codeword.  The re-encoded codeword with the smallest Euclidean distance is designated as the estimated codeword.
The order  specifies a tradeoff between the degree of complexity and performance of the decoding algorithm. In short, the higher the degree is chosen, the better the performance becomes but the higher the complexity gets. The details of the OSD algorithm are described in [2]. It can be also verified that the decoder complexity grows at most like . Further refinements of the OSD algorithm, in terms of computation complexity, have been proposed in [4,5].
Simulation Results
In this section, we demonstrate the performance of different coding schemes (in terms of FER vs. ) for a short block length. As an investigation example, information block size of K=40 is used. Competing codes include LDPC codes under the proposed OSD and sum-product algorithm (SPA) with 30 iterations, Tail-biting Turbo Codes (TBTC) [6], Tail-biting Convolutional Codes (TBCC) [7] and Polar codes [8]. In this study, we used the best performing Polar codes that we could find. The simulated Polar code used an optimized info set, which is shown to achieve better performance than PC-Polar [9] in our study. 
We choose information block length , rate  and QPSK modulation. Other parameters are summarized in Table 2 in Appendix. Observing the results of LDPC codes in Figure 1, under SP and OSD algorithms, we witness a strong potential inherent to LDPC codes -- at the expense of increasing decoding complexity we obtain significant gains. Employing the quasi-ML OSD algorithm instead of iterative-based SPA, the performance of LDPC codes can be improved considerably. For example, at a FER of 1%, we can obtain 0.8 dB gain by using order-2 OSD and 1.5 dB gain by using order-3 OSD instead of SPA. 
Also, by comparing LDPC+OSD and Polar codes in Figure 1, it is observed that using order-3 and order-4 OSD together with LDPC codes, 0.4 dB and 0.6 dB improvements, respectively, can be obtained over Polar codes at a FER of 1%. 
The results for block length , rate  are included in Figure 2. The same behavior described above can be also seen from the curves in Figure 2. 

Observation 1 For short block lengths, LDPC codes with OSD decoding algorithm outperforms LDPC with SPA.
Observation 2 For short block block lengths, with quasi-ML decoding algorithms, LDPC codes have the potential to deliver comparable FER performance as other code types including TBCC, TBTC, and Polar codes.

[image: ]
[bookmark: _Ref462987397]Figure 1.	Performance comparison between LDPC+OSD, Polar, TBCC, TBTC, LDPC+SPA.  Code rate = 1/3, K = 40 and QPSK.


[image: ]
Figure 2.	Performance comparison between LDPC+OSD, Polar, TBCC, TBTC, LDPC+SPA.  Code rate = 1/2, K = 40 and QPSK.

There are other versions of OSD algorithm fitted for LDPC codes, see e.g., [5], as well as other refinements on it for reducing complexity, see e.g., [10], [11]. Also, in [12], comparisons among coding schemes for short block length have been made, showing significant gain achieved by using LDPC codes under the OSD algorithm.
Other low-complexity algorithms for LDPC codes, such as approximate min-sum (AMS), saturated min-sum (SMS), combination of AMS and SMS, and combination of OSD with the mentioned decoding algorithms can be also examined which could result in different performance-complexity tradeoffs. 

Conclusion 
In this contribution, we have demonstrated the performance of our proposed LDPC codes under the quasi-ML OSD algorithm. Based on our results in Figure 1 and Figure 2, we have the following observations:

Observation 1 For short block lengths, LDPC codes with OSD decoding algorithm outperforms LDPC with SPA.
Observation 2 For short block lengths, with quasi-ML decoding algorithms, LDPC codes have the potential to deliver comparable FER performance as other code types including TBCC, TBTC, and Polar codes.


Appendix
[bookmark: _Ref465967044]Table 2 Simulation parameters
	Channel
	AWGN

	Modulation 
	QPSK

	Coding Scheme
	LDPC
	 TBTC
	TBCC
	Polar

	Code rate (for evaluation purposes)
	½, 1/3

	Decoding algorithm 
	OSD, SPA (30 iterations)
	Max-log-MAP
(0.75 scaling factor, 8 iterations)

	List-Viterbi
	 SC list

	Info. block length 
	40
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