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Introduction
In RAN#71, a new study item, “Study on New Radio Access Technology,” has been approved. The initial work of the study item is expected to focus on fundamental physical layer signal structure for new RAT, of which channel coding scheme is listed as an area to investigate. In RAN1#84bis meeting, simulation assumptions were agreed for the eMBB, URLLC, and mMTC scenarios.  In RAN #86bis meeting, the agreement was reached to use LDPC codes for eMBB for information block sizes > X, where X will be decided in RAN #87 meeting, and currently  bits. For all other scenarios, including control channel, the choice of the coding scheme is still open, and the choice is among Turbo, LDPC, Polar and Tail-biting Convolutional Codes.
For data transmission, to adapt to time-varying wireless channel, wireless systems commonly use hybrid automatic request (HARQ). In HARQ-IR scheme, if the transmitted info blocks are not successfully decoded at the receiver, additional coded blocks containing the information about the same info block is retransmitted. Multiple received coded blocks can then be used at the receiver to decode the information block. There are two main HARQ schemes: 1) HARQ with Chase Combining (HARQ-CC) in which the same coded blocks are used in every retransmission and 2) HARQ with incremental redundancy (HARQ-IR) in which new coded blocks (or parity bits) are sent in each retransmission thereby improving the coding gain. Consequentially, HARQ-IR achieves in general substantially better performance than HARQ-CC and is therefore a preferable choice. In this contribution we focus on HARQ-IR. 

There are two approaches to HARQ-IR. Typically, HARQ-IR is performed by designing a mother code that has low code rate, and that is then punctured in order to obtain a higher-rate code. Initially, the punctured bits are not sent. In the case that the high-rate transmission fails and re-transmission is needed, parity bits are transmitted. In the case of LTE Turbo codes, this approach yields a high-performance HARQ-IR system. However, Polar codes are not amiable to this approach. The reason is that puncturing of Polar codes without the information set optimization incurs performance loss, often substantial. For that reason, a different HARQ-IR method was proposed for Polar Codes in [1,2] and shown to be theoretically optimal.  This method was also evaluated in [3]. We give a brief description of the idea in the next section.

HARQ-IR Scheme for Polar Codes

The scheme proposed in [1,2] was coined incremental freezing in [2], and we use this name in the rest of the contribution. We note that, while the underlying idea in [1] and [2] is the same, the incremental freezing scheme of [2] assumes that at each transmission a Polar code of the same codelength N is used in every retransmission and we will make the same assumption here. In contrast, the approach in [1] allows different blocklengths to be used in each retransmission.
Incremental freezing for the case of one transmission (Transmission 1) and one retransmission (Transmission 2) is illustrated in Figure 1. It is assumed that N=16 and that the rate supported by the channel is R=1/4. Since the channel state is now known at the transmitter, initially, transmitter sends at rate R=1/2, and therefore the number of information bits is K=N×R=8. In the second transmission, the transmitter reduces the rate to R/2=1/4 while keeping N constant. It therefore sends K’=4 information bits. To choose information bits to be send, the transmitter chooses the subset of the least reliable info set sent previously. To decode information bits at the receiver, the decoder proceeds sequentially by first decoding bits sent in the last (in this example, second) transmission. If successful, it then uses these decoded info bits as frozen bits for the first transmission thereby effectively decreasing the rate of the first Polar code to R/2 which is supported by the channel. This in turn enables the decoder to decode the rest of the information bits. 



Least reliable bit-channels
Most reliable bit-channels


N=16

K=8


Transmission 1




N=16

K=4


Transmission 2



Figure 1. An example of incremental freezing for the case of 2 (re-)transmissions, N=16.
The rate supported by the channel is assumed to be R=1/4. The bits are ordered by reliability
from the most reliable to the least reliable.
Implementation Issues with Polar HARQ-IR Scheme
	
In this section, we present some practical concerns with the incremental freezing scheme.   

1. Decoding complexity and latency. 
As it can be observed from the description of the scheme, after each (re-)transmission , in the attempt to decode information bits, the sequential decoder decodes information bits sent via  Polar codes of different constructions. This implies that after each th (re-)transmission, the decoder may have to perform full decoding  times as if decoding individual transport blocks. Consequentially, if M re-transmissions are done for a transport block, then the receiver has to perform M(M+1)/2 individual decoding steps. This is in contrast to M decoding steps needed when using LDPC or Turbo codes for HARQ-IR. Typically, the maximum number of (re-)transmissions is 4 for a given transport block, which for the Polar code scheme may require 10 full decoding steps in contrast to 4 decoding steps required by LDPC and Turbo.  This means long, variable decoding latency and higher decoding complexity. 
In general, unlike Turbo codes where the decoding complexity and latency increases linearly with the info block size K, Polar code decoding complexity and latency increases with  , which is the code block size K/R quantized upward to the next power of 2.  Due to this quantization, decoding complexity and decoding latency can also double with a slight increase in info block size K. In the case of HARQ-IR, this effect is more pronounced as this problem occurs in this case for every retransmission. 
2. Memory requirements. 
As the sequential decoder after M steps needs to decode information bits based on all M retransmission, this significantly increases memory requirement to store intermediate soft values for each of decoding steps. Note that the codes for each of the (re-)transmission is an independent Polar code construction. The coded bits for each of the (re-)transmission are not related in a rate-compatible manner, even though some of the info bits are repeated between the (re-)transmission. Hence the coded bits of each (re-)retransmission need to be stored separately. This increases the requirement on the soft buffer size.

3. Performance at finite lengths. 
The incremental freezing scheme is capacity-achieving and thus optimal for sufficiently large block length. However, for finite block lengths, the performance of this scheme needs further investigation. One of the reasons is that the finite block length performance is impacted by the fact that the scheme requires at each retransmission to send a new polar code, each of a shorter length compared to sending one code of large block length over all retransmissions. Unless each of these Polar codes is of sufficiently long block length, their shorter block length will result in less polarization and thereby decrease the Polar code performance for each retransmission, possibly resulting in a worse performance compared to Turbo or LDPC code. 
It is recognized that finite length performance can further be improved by deploying soft-combining iterative decoding that combines LLR obtained for multiple transmissions. More specifically, in the soft-combining decoder, if an information bit is associated with multiple constituent decoders, each constituent decoder receives soft LLR values on that information from the other constituent codes and then exploits them to make a hard-decision [2]. While this approach improves the performance, it further adds to the computational complexity of the scheme. 
4. Supporting arbitrary rates. 
Incremental freezing scheme, as presented above, can only support a set of rates given by R, R/2, R/3, R/4,.. In order to support an arbitrary set of rates, [2] proposes a modification to the retransmission scheme as following. In incremental freezing, during each retransmission, only previously sent information bits are retransmitted. Instead, to support arbitrary set of rates, a combination of previous and future information bits is encoded and send. By choosing the proportion of previous vs. future bits, one can control the transmission rate. However, this approach further adds to the complexity, memory requirements and the delay of the scheme.  Alternatively, to support arbitrary rates an alternative approach was proposed [1] where at each retransmission, different block length is chosen to support the target rate. Since in general such block length is not of the power of two, puncturing needs to be performed for length adaptation at each step and information set optimized for that puncturing pattern. The challenges of this approach are therefore that decoders of different lengths and different puncturing patterns are required at every retransmission.
5. General Channels. 
Incremental freezing scheme takes an advantage of the nested property of polar codes for degraded channels [4]. Hence, this approach is well suited for scenarios in which the family of channels over which the transmission takes place is ordered by degradation (such as a family of AWGN channels), otherwise the nested property does not hold. For example, when the transmitter and/or receiver have multiple antennas (MIMO systems) the family of transmission channels is not degraded. Similarly, if there is non-Gaussian interference at the receiver (e.g., another user’s modulated signal), the family of channels is again not degraded. In non-degraded cases, this scheme is expected to perform poorly as it cannot adapt to the channel and can only transmit at the rate supported by the worst channel. 
6. Scheduling flexibility.
In each retransmission, a subset of information bits sent in transmissions needs to be resent. Which subset of the information bit vector is resent needs to be signaled with the DCI. The exact sizes of these subsets depend on the rate supported by the channel. This in turn puts a requirement of the minimum number of RB that has to be allocated for each transmission to ensure higher chance of successful decoding.   
7. Performance in fading. 
Incremental freezing uses a separate code and transmits a subset of the information bits in each transmission, unlike Turbo and LDPC codes that use one code across retransmissions. Such approach is not well suited to transmission over varying channels where, if one transmission fails due to poor channel conditions, these information bits cannot be recovered (as they were not transmitted in the other blocks). Consequently, this approach is not robust for transmissions in fading channels.
Conclusion

In this contribution, we discussed implementation issues with incremental freezing.  Based on the discussion, we have the following observation and proposal:

Observation 1 Incremental freezing for Polar codes is not an effective HARQ-IR scheme. 
Observation 2 To date, Polar codes do not have an effective HARQ-IR scheme considering performance and implementation. 


1. Polar codes are not as competitive as turbo codes and LDPC codes for supporting the data channels of NR.
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