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1 [bookmark: _Ref465763981][bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Introduction
The agreement in the RAN1#86bis meeting decides to use LDPC codes for large information blocks and leaves the small information blocks for LDPC, Polar, or Turbo codes. This contribution will evaluate and analyze the Turbo codes in comparison with Polar codes. 
It is well known that LTE-Turbo code has three major disadvantages for the small information blocks: 
· Poor performance due to trellis decoding algorithm requiring a longer codeword for convergence. 
· No coding gain with code rates lower than 1/3 because the repetition has no performance gain.  
· Sensitivity and vulnerability to the burst errors, common in a fading channel. 
They make the LTE-Turbo code less attractive to handle the small block lengths. To mitigate them, some enhancements have been proposed in [1] and [2]: 
· Scheme-A: Coding-rate of 1/5 LTE-Turbo [1] 
Two additional parity bits are added to the LTE-Turbo (code-rate =1/3) encoder. Both encoder and decoder must keep switching back and forth between e-Turbo code and LTE-Turbo code in terms of code rates. Accordingly, the QPP interleaving table must be updated for e-Turbo code. 
· Scheme-B: Rate-1/5 Turbo Code and updated with new interleaving and puncturing scheme [2]
Besides to a Rate-1/5 Turbo code, this proposal replaces the LTE interleaving and puncturing scheme by a new joint interleaving and puncturing scheme for both Rate-1/5 and Rate-1/3 Turbo code.  
The simulation results of the scheme-B submitted in #86 meeting didn’t follow the requirement agreed in [3]. Moreover, the details of the new interleaving/puncturing design haven’t been completely disclosed in #86-bis meeting so that only a few of the information blocks are supported. The almost regular permutation (ARP) interleaver of scheme-B only shows contention-free property in certain parallelism degree.
In this contribution, we will focus on the Scheme-B e-Turbo code in terms of performance, granularity, and complexity for small information blocks. 
2 Discussion 
Performance 
As far as we understand about the scheme-B e-Turbo code, its coding gain comes from the following changes: 
· Hybrid R-1/5 and R-1/3 Turbo codes 
· A tail-biting encoder rather than a zero-terminated encoder 
· ARP interleaver rather than the QPP interleaver 
· A periodic and circular puncturing pattern rather than the simple and straightforward puncturing of LTE Turbo code  
· Complex decoding algorithm 
All the changes above have impacts on the complexity, granularity, and sensitivity to burst errors. First, we discuss the decoding algorithm. 
Ordered-statistics-decoder (OSD) 
[bookmark: _GoBack]Some companies believe that performance of any channel code can be improved by increasing the order of the OSD. This is true up top some saturation effect. Then the performance becomes quasi-ML and, increasing the order does not change it. This saturating order depends on the minimum distance of the code which itself depends on the code length and on the rate. In [5] we compares the performance and complexity of an OSD with different orders. The complexity of OSD with order=0 is higher than that of 8-iteration Max-log-MAP (MLM) decoder for Turbo code. In the following example, we select a mother code rate of 1/3 and QPSK modulation for an information block of 100-bit (K) so as to avoid any side impact of the puncturing pattern and modulation. We compare the performance of OSD from order-0 to order-4 with a conventional 8-iteration MLM decoder.  
[image: ]
Figure 1	Performance of Turbo decoders 
Observation-1: OSD decoder of Turbo code has much worse performance than a MLM decoder.  
Performance comparison with Polar code 
Therefore, we will use MLM decoder rather than OSD one for the following performance comparison between e-Turbo and Polar code. Since scheme-B e-Turbo code only provides a very limited number of the interleaver parameter and puncturing pattern, scheme-A e-Turbo code is chosen for performance comparison. The details of the Polar codes are described in [6]. To use the best e-Turbo/Turbo, we choose  mother code rates (1/5 and 1/3) to avoid any performance loss due to puncturing. Note that the code-word of Polar code is punctured to reach the two code rates and its performance degrades due to the puncturing. Since [7] demonstrates that a SCL-list-32 decoder is implementable for a feasible area and latency for N<=8192 bits, we use a list size 32 for small information block lengths.  
Table 1	Simulation Assumptions 
	Channel
	AWGN, Fading 

	Modulation
	QPSK

	Coding Scheme
	Scheme-A
	Polar [6]

	Code rate
	1/5, 1/3

	Decoding algorithm
	Max-log-MAP, Scale=0.75, interation = 8
	PC-SCL list32

	Info. block length (bits w/o CRC)
	100 bits, 200 bits, 400 bits 


· Performance in AWGN channel:
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[image: ]Figure 2 Polar and e-Turbo/Turbo for K=100, 200, 400 and R=1/3, 1/5 in AWGN channel


· Performance in Fading channel (ETU, 30 km/h):
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Figure 3 Polar and e-Turbo/Turbo for K=100, 200, 400 and R=1/3, 1/5 in fading channel

Observation-2: The performance of e-Turbo MLM decoder is worse than polar SCL decoder.
Observation-3: The performance of e-Turbo MLM decoder is even worse than LTE Turbo decoder at Rate-1/3. 
Since we are missing the construction information and parameters, we can suspect that the coding gain area of e-Turbo vs. LTE-Turbo lies close to relatively high SNR values and low BLER (10-4) range. However, this operating point makes little sense for eMBB data channel.  
Granularity 
This e-Turbo construction jointly optimizes its puncturing patterns and ARP interleaver parameters for more coding gain. Because a very limited number of the interleaver parameter and puncturing pattern (K=96/4000/6000/8000) are disclosed in [4] for simulation and analysis, it is difficult for us to tell which granularity this e-Turbo can support. Our conjecture is that the granularity may be compromised for coding gain. Therefore, a zero-padding technique would be introduced but hard to be harmonized with the coupling relationship between the ARP interleaver and puncturing pattern for a given information length and code rate.  
Conjecture-1: Granularity is compromised to have more coding gain.  
 IR-HARQ
In IR-HARQ scheme, a zero-padding technique may lead to no systematic bit output from a Rate-1/5 Turbo encoder. If the initial transmission uses a Rate-1/3 Turbo code to output the systematic bits and no systematic bits from the 2nd and 3rd transmissions using a Rate-1/5 Turbo code, we are wondering how to realize an IR-HARQ decoder. 
Conjecture-2: E-Turbo has problem to support IR-HARQ scheme.  
Complexity 
Number of equivalent additions is used to evaluate the complexity of Turbo and Polar code.
e-Turbo/Turbo code with MLM decoder [8]:
· O(I*(4n+14)*2M*K) 
Polar code with PC check:
· O(ratio*L*N*log2(N)) + O(ratio*L*(N-1) ) + K* O(2*L*log2(2*L))
where we have:
K - info length
M - memory length of component code of e-Turbo/Turbo code
n  - inverse of mother code rate of e-Turbo/Turbo code
I  - iteration number of e-Turbo/Turbo code
L - list size of Polar code
N - size of power-of-two codeword of Polar code
Ratio=(1-m/N), m is the number of frozen bit skipped according to the construction sequence
The complexity of scheme-A is higher than  the complexity of LTE turbo codes of about 30%. For example for info block length K = 100, I = 8 for Turbo, L = 32 and N = 1024 for Polar, the number of equivalent additions are shown in Table 2. 
Table 2   Complexity Comparison  
	
	LTE Turbo [8]
	Scheme-A
	PC-Polar [6]

	Number of Equivalent Additions
	166,400
	217,600
	161,895



Scheme-B  has additional complexity due to 
· the tail-biting decoder is much more complex than zero-termination decoder,
· the puncturing pattern is much more complex than puncturing pattern of LTE Turbo.  
Observation-4: The complexity of the e-Turbo decoder is higher than LTE-Turbo decoder and Polar SCL decoder. 
3 Conclusion
Observation-1: OSD decoder of Turbo code has much worse performance than a MLM decoder.  
Observation-2: The performance of e-Turbo MLM decoder is worse than polar SCL decoder.
Observation-3: The performance of e-Turbo MLM decoder is even worse than LTE Turbo decoder at Rate-1/3.
Since there’s very little details disclosed about the code construction in the previous meetings, we have the questions about the capability of this e-Turbo to support the fine-granularity and IR-HARQ scheme.   
Conjecture-1: Granularity is compromised to have more coding gain.  
Conjecture-2: E-Turbo has problem to support IR-HARQ scheme.  
As for the complexity, 
Observation-4: The complexity of the e-Turbo decoder is higher than LTE-Turbo decoder and Polar SCL decoder. 
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