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1	Introduction
As per RAN2#94, it has been agreed to study both higher and lower-layer carrier aggregation (both DC-like and CA-like) for NR [1]. NR is expected to support multi-connectivity across carriers that operate on different frequency bands. One of the NR architectural options with Centralized/Cloud RAN deployment and remote radio head [2].  The baseband processing in the cloud could include PDCP, RLC, and MAC and all/some/none of the PHY functionality, while the Radio Unit (RU) could handle the remaining portions of the baseband PHY functions and RF processing. 
A fronthaul with a potentially non-negligible latency could be used to interconnect the cloud baseband unit with the RUs. Depending on the topology of the fronthaul network, different cells can possibly experience different fronthaul latencies as shown in Fig. 1. Thus, it may not be possible to pre-determine the number of HARQ processes needed per carrier to avoid HARQ stall. Even if it is possible to determine an upper bound on the RTT and use that to provision sufficient number of HARQ processes for each carrier, it will result in an unnecessary over-provisioning of the HARQ buffer at the UE. Moreover, in the case that the available HARQ processes are insufficient to schedule the UE in every TTI due to fronthaul delay, then it would be beneficial to preferentially make use of the HARQ processes on that carrier where the UE is able to get a larger throughput. In this document, we discuss a scheme to pool the HARQ processes across the aggregated carriers.
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Figure 1: Carrier Aggregation in cloud RAN with non-negligible fronthaul latency
2	Discussion
2.1	Review of HARQ process allocation in LTE Carrier Aggregation
In LTE, each carrier uses equal and separate number of HARQ processes per carrier since it assumes a fixed and uniform RTT across all the cells in the RAN.  Current LTE HARQ design does not account for non-negligible fronthaul latency, and is hence unsuitable for cloud deployment with variable and non-negligible fronthaul latencies. To support variable fronthaul latencies across the NR carriers using the LTE approach, we could set the number of HARQ processes for each carrier to be the maximum possible RTT that can be encountered anywhere in the network. However, this requires over-provisioning of HARQ processes on carriers that experience a smaller RTT, resulting in additional overhead in terms of the number of bits needed to convey the HARQ process identifier and as a consequence, larger HARQ memory requirement at the UEs. Secondly, as covered in [3, 4], NR is expected to support carrier aggregation between carriers of different air interface numerologies, e.g., TTI lengths might be different.  Hence, we propose to revisit the concept of separate HARQ processes per carrier for a UE in multi-connectivity. 
Current LTE HARQ design does not enable flexible packet processing times at the UE to enable simultaneously both implementations using low-cost, slower processors and implementations using faster processors. By allowing faster processors to reduce the processing times achieves lower latency. To support non-uniform processing latencies across the NR carriers using the LTE approach, we could set the number of HARQ processes for each carrier and for all UEs to be the maximum possible RTT that can be encountered for any UE/eNodeB in the network. However, this requires over-provisioning of HARQ processes on carriers that experience a smaller processing time, resulting in additional overhead in terms of the number of bits needed to convey the HARQ process identifier and as a consequence, larger HARQ memory requirement at the UEs for those UEs that need only a smaller processing time. Instead, such UEs should be able to make use of its additional HARQ memory to support more transmissions from other carriers. Conversely, in order to meet the peak throughput requirement, by using the LTE method, we would need to unnecessarily impose a larger soft buffer requirement across all carriers on lower-cost implementations with slower processors. HARQ pooling can allow some optimization of the memory requirements for such UEs and trade off the ability to reach peak throughput vs memory requirements for cost-sensitive UEs.
Finally, HARQ retransmissions in LTE can only be performed on the same carrier as the one in which the fresh transmission was done. With NR at higher frequency bands, due to the challenging propagation conditions and the line-of-sight requirements, the connectivity to the cm-wave/mm-wave cell may be temporarily not available as shown in Figure 1. Under such scenarios, using the LTE approach would imply that the recovery of the packets that need HARQ retransmission at the time of the loss of connection would have to be done through higher layers, similar to handovers, resulting in poor performance, especially given that such loss of LOS paths may occur too frequently.

Observation 1: In NR, it would be beneficial to have flexible HARQ process allocation to enable variable processing times, variable HARQ RTTs, non-negligible fronthaul latencies, and Carrier Aggregation across carriers with possibly different numerologies and sub-frame lengths. 
Observation 2: Use of LTE method of Carrier Aggregation will force the HARQ retransmissions to be performed in the same carrier as the fresh transmission, resulting in poor performance for cm-wave/mm-wave cells whose LOS requirement might often result in temporary loss of connectivity.
[bookmark: _Ref458620404]2.2	HARQ Process pooling concept
We propose that a common pool of HARQ processes be maintained per UE across all the carriers that it is being served from. This would allow for dynamic allocation of HARQ buffers per serving carrier, while keeping the total number of HARQ-processes-per-UE constant. When there is a centralized HARQ entity across all carriers, the pool of HARQ processes allows picking the next available HARQ process dynamically for the transmission. When there is a separate HARQ entity per carrier, we could use a simple semi-static split of the pool of HARQ processes and allocate non-overlapping HARQ processes to the different carriers and adapt to the different RTTs of the carriers.  The semi-static partitioning of the pooled HARQ processes enables the HARQ entities of the different carriers to operate independently with minimal interaction. 
HARQ process pooling can better accommodate time-varying HARQ RTT across multiple cells as the UE moves from the coverage of one cell to another. It enables better HARQ memory management at the UE when in multi-connectivity. Another advantage is that it allows the network to perform HARQ retransmissions from any carrier, independent of the carrier from which the prior transmissions/retransmissions were performed, as illustrated in Fig. 2. This is an important advantage in the context of NR, given that the cm-wave and mm-wave cells require line-of sight (LOS) operation and very fast cell switching to combat blocking of the LOS path. 
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[bookmark: _Ref458195810]Figure 2: HARQ retransmission from a different cell than the cell from which the initial packet transmission is performed

With the HARQ pooling concept, we expect that we can standardize the UE categories based on the number of HARQ processes that the UE can support, with higher category UEs being capable of supporting a larger number of HARQ processes.
In the case where the fronthaul latency is too large to be able to schedule the UE in every TTI across all its carriers, it would be beneficial to use selectively more HARQ processes on that carrier that yields larger throughput for the UE. For instance, the UE may have 16 pooled HARQ processes with a HARQ RTT of 10 TTIs for each of the two component carriers. In one of the carriers, the given UE may be the only active UE, and in the other carrier, let us say that there are two active UEs. In this case, it would be preferable to use 10 HARQ processes on the first carrier, and the remaining 6 on the second carrier to optimize system performance. Similarly, we can optimize for the channel conditions and the SINR the UE experiences in the two carriers. This benefit is accrued also in the case when the fronthaul latency is identical across the carriers. We also note that the better carrier may change often depending on the channel conditions and the load on the two carriers. Hence, the ability to reassign dynamically HARQ processes to carriers can be a very useful feature.  
There are two options for HARQ process pooling that need to be evaluated further.
A. Pooling of both the soft memory and the HARQ processes: This allows us to allocate the common HARQ buffer freely so that when the maximum number of carriers the UE is built to support is not in use, we could benefit from that soft buffer on another carrier and have, for example, a larger number of HARQ processes on the active carriers. If we are able to uniquely refer to the HARQ process identity across all carriers, then we are able to use the full flexibility (pool soft buffer and HARQ processes) to also retransmit HARQ packets across carriers and dynamically switch the HARQ processes used on the different carriers.
B. Pooling of the soft buffer and not the HARQ processes: If we have a configurable number of HARQ processes per carrier that we inform the UE about, then we are only pooling the soft memory and not the HARQ processes. 

Proposal 1: RAN1 shall study HARQ process pooling for NR Carrier Aggregation in the context of cloud RAN deployments with non-negligible, non-uniform fronthaul latencies and/or variable processing times at the UE. 

3	Summary
Observation 1: In NR, it would be beneficial to have flexible HARQ process allocation to enable variable processing times, variable HARQ RTTs, non-negligible fronthaul latencies, and Carrier Aggregation across carriers with possibly different numerologies and sub-frame lengths. 
Observation 2: Use of LTE method of Carrier Aggregation will force the HARQ retransmissions to be performed in the same carrier as the fresh transmission, resulting in poor performance for cm-wave/mm-wave cells whose LOS requirement might often result in temporary loss of connectivity.
Proposal 1: RAN1 shall study HARQ process pooling for NR Carrier Aggregation in the context of cloud RAN deployments with non-negligible, non-uniform fronthaul latencies and/or variable processing times at the UE. 
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