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Introduction
In RAN1 85 meeting, Way Forward on LDPC Coding Schemes for NR [1] has been agreed. Quasi-cyclic like LDPC code is defined as: 
The parity check matrix of a quasi-cyclic like LDPC code is defined by a matrix H of size (mb×z)×(nb×z), where mb and nb are integers larger than 1, which consists of sub-block matrices where each sub-block matrix is a circularly shifted matrix or the zero matrix of size z×z, where z is also an integer larger than 1.
In RAN1 86 meeting, preliminary design information was presented for a candidate QC-LDPC code with a compact multi-edge protomatrix design to support flexible code rates, flexible information block sizes and HARQ-IR [2] along with simulation results [3] and some analysis of complexity, energy consumption and decoder latency [4].
In this submission we
1. We list some metrics to define a compact protomatrix and do area and latency comparisons to other proposed protomatrices in R1-86 to highlight the strengths of a compact protomatrix
2. We propose to use zero-padding to achieve further lower code rate which exploit the coding gain without complexity increment.
3. We discuss on the shift-coefficient design, multi-edge design, and easy encoding advantage of code structure
Compact Protomatrix
A compact protomatrix should have following characteristics
1. Small row number
2. Small column number
3. Small edge number
4. Small information column
5. Small punctured column
A compact protomatrix not only reduces the size of the storage to define it, it also increases the size of possible liftings for the same information size which in turn increases the amount of parallelism that can be achieved in a decoder. Increased parallelism results in higher throughput by a single decoder engine, lower decoding latency, reduction on the memory requirement and capability of Dynamic Voltage and Frequency Scaling (DVFS) or iteration sharing among code blocks. 
In Table 1 we compare area efficiency and latency on three LDPC protomatrix with differing compactness assuming CR=8/9 and an information block size of 6144 based on the same methodology used in [4]. The column of Dimension A corresponds to the proposed protomatrix candidate in [2].
[bookmark: _Ref462834594]Table 1: Comparison between two protomatrices with different levels of compactness
	Dimension of Protomatirx
	Dimension A
	Dimension B
	Dimension C

	Punctured Column
	1
	4
	2

	Number of Row
	3
	7
	6

	Number of Column
	19
	31
	38

	Number of Information Column
	16
	24
	32

	Edge number
	61
	92
	113

	Normalized edge number
	61
	92x256/384=61.3
	113x162/384=47.7

	Lifting Factor Z
	384
	256
	162

	Latency (us/CB)
	1.21
	1.98 
	2.27

	Area efficiency Gbps/ mm^2
	27.7
	22
	24.4



The comparison shows that the protomatrix A has 61% and 53% lower latency than that of protomatrices B and C. Protomatrix A also has 26% and 13.5% better area efficiency than that of protomatrices B and  C. 
The most important factors affecting the area efficiency comparison are the lifting factor and the normalized edge number. In the comparison between A and B, the normalized edge number is roughly the same but A has a larger lifting factor. If one considers an LDPC code with half the lifting factor and the same normalized edge number, one can expect the logic area of the smaller lifting factor to be roughly half that of the one with the larger lifting factor. Since the throughput of the smaller lifting factor will be half, two of these decoders would be needed to maintain the same throughput as the decoder with larger lifting factor. So totally the logic area is roughly the same, however, the memory would be doubled since it will not decrease by halving the lifting factor. So intuitively we can claim larger lifting factor could result in better area efficiency considering the same normalized edge number.
In the comparison between B and C, B has larger lifting factor, but its area efficiency is still 11% worse than C. This is because of the larger normalized edge numbers. Larger normalized edge number will result in larger cycle requirement and lower the throughput. The throughput degradation would be proportional to the inverse of the normalized edge number. Except for throughput degradation, some internal memory size would also be increased and the increment is not directly proportional to the normalized edge numbers.
The area efficiency could be further improved when considering DVFS of the decoder and/or the reduction of temporary buffers between the decoder and other modules due to the fact that the latency of a decoder is smaller. In this contribution, we ignore these factors since they will highly depend on modem architecture, however, these factors would further improve a design using protomatrix A.
Observation 1: A more compact protomatrix enables a larger lifting factor for the same information size.
Observation 2: A larger lifting factor results in larger parallelism.
Observation 3: A compact protomatrix results in higher throughput per mm2 and higher throughput per decoder engine
Observation 4: A compact protomatrix results in lower latency
Proposal 1: A compact protomatrix should be considered in NR channel coding to boost throughput, reduce latency and consume less power by easier DVFS control.
Observation 5: A compact protomatrix enables a single protomatrix to smoothly cover the full code rate range from 16/17=0.94 (without excessive puncturing) down to 16/48=0.33 with extensions to lower rates that will be discussed later.
Proposal 2: A single protomatrix should be considered in NR channel coding.

Zero-Padding for Further Lower Code Rate
Zero-padding has been proposed by many companies to achieve flexible information block size. Except for flexible information block size, it is also a good method to support further lower code rate with good tradeoff on coding gain and complexity. In [2], we use a raptor-like structure to extend LDPC code rates down to 1/3. For further lower code rates, we suggest to use zero-padding. With careful protomatrix design for the low rate codes, using zero-padding we can still exploit further coding gain of 0.5 dB from 1/3 to 1/5 as seen in Figure 1 with negligible area increment. The coding gain is comparable to a raptor-like extension on a protomatrix which shows up to 0.54dB gain improvements in R1-86 meeting. In addition, the power consumption and latency of the decoder can also be reduced, because the variable nodes corresponding to zero-padded information bits can be removed in the LDPC decoder. In Figure 2, a code of CR=14/48 can be constructed which is obtained by padding two zero message blocks from a code of CR=16/48. Note that in our design, the zero-padding blocks are placed starting from the left most position of the information block.


[bookmark: _Ref462835595][bookmark: _Ref462835590]Figure 1: Coding gain for further low CR from 1/3 to 1/5

[bookmark: _Ref462835644]Figure 2: Illustration of zero padding to generate low rate codes
Observation 6: Zero padding does not harm performance in the region of low code rate, but does maintain a compact design without increasing the size of the protomatrix or the area of the decoder.
Proposal 3: Zero padding of information bits should be considered in NR channel coding to further exploit coding gain without increasing complexity
Shift-coefficient design
[bookmark: _Ref378529477]Other company submissions in the area of QC-LDPC design have suggested a compact shift coefficient matrix representation. Some companies are proposing to derive the shift coefficients matrices from base shift coefficient matrix by modulo or div-floor operation while some other companies are proposing to derive the shift coefficients matrices for different lifts are all derived from the same base shift coefficient matrix, with some perturbations unique to a particular lift set, but different to other lift sets.
Our approach has been to try to find the best possible shift coefficient matrix for every proposed lift. This may not be the most area efficient approach to shift coefficient design but it is the most flexible.
It may be beneficial to give up some of the performance gained through unique shift coefficient matrices for every possible lift to allow for a more compact shift coefficient matrix definition but we feel it is necessary to quantify what it is that would be given up in terms of performance weighted against any additional design complexity that multiple shift coefficient matrices may add.
Even when considering individual shift coefficient matrices for each lifting factor, these matrices can be very compactly stored in a ROM which when compared to the total decoder area will contribute to only a small fraction (less than 1% of a 1/3 rate decoder) of the total area.
Proposal 4: Multiple shift coefficient matrices should be considered in NR coding to tradeoff performance and complexity.
Multiple Edge/Barrel Shift
For high code rates, such as CR = 8/9, it is difficult to find a small dimension single-edge protograph with good SNR threshold. Therefore, we propose to use a multi-edge protograph LDPC code for these high code rates which can improve the SNR threshold by 1dB over a similar single edge protomatrix with compact dimension introduced in [2]. Based on the study, a even two edge LDPC code can already achieve good tradeoff between complexity and performance.
Observation 7: A compact protomatrix mandates a multi-edge description for the high code rate core.
Observation 8: A compact protomatrix with maximum edge degree of 2 only in the high code rate core region can achieve the same performance as a less compact single edge protomatrix.
Multi-edge LDPC code will increase the hardware decoder complexity, but provided we maintain the same total edge number the increased encoder complexity is negligible while the increased decoder complexity in manageable.
Here we discuss the complexity increment from single edge LDPC decoder to a two edge LDPC decoder with the same total edge number. Since a single edge layered min-sum decoder is well known, we would only discuss the additional operation of processing the case of two edges between a check node block (CN) and a variable block (VN).
Assuming we are using layered decoder, the min-sum operation of a two-edge LDPC decoder for a specific CN can be separated into the following steps.
1. Read out the corresponding ,  
2. Read out the extrinsic information from the  to the corresponding  on last iteration,  and , where m is current  index, n is the corresponding  index, (k-1) is the last iteration index and 0/1 are edge indexes. 
3. Calculate extrinsic information from the  to the  as  and . 
4. Do minimum/second-minimum operation on all calculated extrinsic information and get new extrinsic information from  to  as  and 
5. Update new LLR of each  as 
To implement the two-edge min-sum operations, the following logic , memory  and cycle count overheads are predicted based on the same LDPC decoder architecture used for area, power and latency evaluation in [1].
Logic overhead
To support these two-edge min-sum operations, we will need the following additional hardware
1. More pipeline stages on the min/second min selection and LLR update stages. (2.75~5.25%)
2. One more barrel shifter (1.5~3%) with an additional associated pipeline stage (.75~1.75%)
This will add a total additional 5~10% to the area of the decoder depending on the ultimate code rate at peak throughput.
Memory overhead
No more memory is required.
Cycle Overhead
The two-edge min-sum operation results in almost the same cycle count as two single-edge min-sum operations. Only three cycles per iteration is considered as overhead. These three cycles arise from the more pipeline depth of the two-edge min-sum operation. Based on the same decoder architecture assumed in [4], for CR=16/19, the cycle count for each iteration is increased from 91 to 94 which is only 3% increment.
Observation 9: An edge degree of 2 for the high rate code core does not significantly increase the encoder or decoder design complexity.
Observation 10: A flexible barrel shifter supporting lifting factors up to 384 occupies only 7% of the decoder.
Proposal 5: Multi-edge should be considered in NR channel coding to tradeoff performance and complexity.
Simple Encoding
The encoding process for this QC-LDPC candidate can be easily done as follows. Starting from the protograph parity check equation, we have the following equation
[image: ]
where s is the systematic information, p1 and p2 are the first two sets of parity bits generated for the highest rate code and p are the remaining parity bits for lower rate codes and HARQ-IR extensions. The indices a, b and c indicate the shift coefficients of the identity matrix of size z x z selected for a particular lift, z, at the edges joining the first parity bit set to the first two check node sets. For example, Ib, is the identity matrix of size z x z which has been circularly shifted to the right by b positions. Notice that indices, b and c, define a double edge. The H matrices define the remaining edges connecting systematic bit sets and the first two parity bit sets to all check nodes. We initially concentrate only on the first two rows of the protomatrix
[image: ]
which are rearranged to
[image: ]
Adding these two rows together cancels p2 leaving
[image: ]
which is then rearranged to give us the first set of parity bit equations
[image: ]
For each shift coefficient set a, b, c and lift z, the inverse of the circulant matrix so formed above will need to be calculated or the pre-computed inverse stored as a look-up table for encoding purposes. The remaining parity bits are then computed in a two-step process. First the second set of parity bits is computed using only the previously computed systematic bits and the first set of parity bits just calculated above.
[image: ]
Then as many parity rows as is required to fulfill the desired code rate or HARQ-IR requirements are computed as follows
[image: ]
Observation 11: A compact protomatrix with just a single diagonal parity extension allows for a very simple three part encoding process.
Conclusion
A QC-LDPC code design with a single compact protomatrix has been proposed which is capable of flexible CR, flexible information block size and HARQ-IR with granularity better than LTE. The performance can be found in [2] and area/power analysis can be found in [3].
An efficient and flexible decoder is highly preferred in NR channel coding. In this contribution, we highlight the importance of compact protomatrix design and suggest taking multi-edge and flexible shift-coefficient design into consideration as tradeoffs among performance, area/ power efficiency and latency. Also we introduce the encoding method for the proposed LDPC code in [2].
The following summarizes the observations and proposals in this contribution.
Observation 1: A more compact protomatrix enables a larger lifting factor for the same information size.
Observation 2: A larger lifting factor results in larger parallelism.
Observation 3: A compact protomatrix results in higher throughput per mm2 and higher throughput per decoder engine
Observation 4: A compact protomatrix results in lower latency
Proposal 1: A compact protomatrix should be considered in NR channel coding to boost throughput, reduce latency and consume less power by easier DVFS control.
Observation 5: A compact protomatrix enables a single protomatrix to smoothly cover the full code rate range from 16/17=0.94 (without excessive puncturing) down to 16/48=0.33 with extensions to lower rates that will be discussed later.
Proposal 2: A single protomatrix should be considered in NR channel coding.
Observation 6: Zero padding does not harm performance in the region of low code rate, but does maintain a compact design without increasing the size of the protomatrix or the area of the decoder.
Proposal 3: Zero padding of information bits should be considered in NR channel coding to further exploit coding gain without increasing complexity
Proposal 4: Multiple shift coefficient matrices should be considered in NR coding to tradeoff performance and complexity.
Observation 7: A compact protomatrix mandates a multi-edge description for the high code rate core.
Observation 8: A compact protomatrix with maximum edge degree of 2 only in the high code rate core region can achieve the same performance as a less compact single edge protomatrix.
Observation 9: An edge degree of 2 for the high rate code core does not significantly increase the encoder or decoder design complexity.
Observation 10: A flexible barrel shifter supporting lifting factors up to 384 occupies only 7% of the decoder.
Proposal 5: Multi-edge should be considered in NR channel coding to tradeoff performance and complexity.
Observation 11: A compact protomatrix with just a single diagonal parity extension allows for a very simple three part encoding process.
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