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1. Introduction
In RAN1#86 meeting, a WF on flexibility of channel coding techniques [1] are discussed and agreed as follows:
	Agreement:
· Channel coding techniques for NR, should support the following:
· Info block size K flexibility: 
· Granularity at lower end of range of K = [D1] bits
· D1 may be different for control and data channels
· FFS whether D1 may be different for different code rates
· FFS whether the granularity is coarser at higher values of K 
· Shortening (i.e. assigning info bits to known values, e.g. 0) may be used to provide info block size flexibility 
· Codeword size flexibility: 
· Basic code design with rate matching (i.e., puncturing and/or repetition) supports 1-bit granularity in codeword size


In this contribution, we present our considerations on flexible LDPC decoders for NR.

2. Consideration points for implementation of flexible LDPC decoders

2.1. Required clock frequency to achieve 20Gbps

The throughput of row-parallel LDPC decoders can be obtained as [2]

, where  denotes clock frequency and np denotes the number of pipeline stages of decoder,  denotes the number of iterations. Also,  denotes code rate,  and  are respectively the number of columns and rows of base matrix H, of which each element is a  circulrant submatrix. In [2], it was shown that the dual frame processing can be used to reduce the required clock frequency. The throughput of row-parallel LDPC decoders with dual frame processing can be given as [2]

However, it should be noted that the dual frame processing requires memory to double in size and the memory size could have a large portion of decoder area. Thus, we describe the required clock frequencies to achieve 20Gbps at high code rate with/without dual frame processing.
For a fair comparison between various LDPC and turbo decoders, the number of iterations should be chosen considering the block error rate (BLER) and convergence speed of decoding algorithm. For example, the BLER of layered decoding algorithm of LDPC decoder can be assumed to be equal to the BLER of flooding decoding algorithm when the number of iterations are respectively set as 15 and 30. The BLER convergence speed of layered decoding algorithm is faster than that of flooding decoding algorithm, because the updated variable node log-likelihood ratios(LLRs) of the previous submatrix can be used to update the variable node LLRs of the next submatrix in a single iteration for submatrix-wise sequential decoding.
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Figure 1. Pipeline schedule of a dual-frame decoder [2]

In pipelined architectures, variable node LLRs are updated after  pipeline stages are passed as shown in Figure 1. Each stage requires one clock to finish its operation so that the updated LLRs can be used only after  clocks are passed. Thus, for row parallel decoders, the variable node LLRs updated at the m-th row operation can be used for the -th row operation, which induces that  should be greater than  to achieve the gain of layered decoding algorithm. In [2], it was shown that 5 pipe line stages are required to update variable LLRs. Thus, for fair comparison, it is reasonable to set  as 30 when the number of rows of base matrix H used in decoding is about 5.
Observation 1: At high code rates, row parallel decoders with pipelined architecture should be considered as flooding decoding rather than layered decoding.
Table 1 shows the required clock frequencies of each companies’ LDPC proposals when row parallel decoder with pipelined architecture is used.

Table 1. Required clock frequencies to achieve 20Gbps
	
	LG [3]
	Intel [4]
	Nokia [5]
	SS [6]
	ZTE [7]
	E///[8]
	QC [9]

	r
	5/6
	6/7
	5/6
	8/9
	2/3
	16/17
	6/7

	N
	31
	29
	24
	38
	12
	54
	37

	M
	6
	5
	4
	6
	4
	6
	7

	Z
	320
	320
	420
	250
	1000
	168
	256

	K
	8000
	7680
	8400
	8000
	8000
	8064
	7680

	 [MHz]
(Single Frame)
	750
	703
	571
	750
	600
	744
	859

	 [MHz]
(Dual Frame)
	450
	391
	286
	450
	300
	446
	547



The clock frequencies of Table 1 is obtained under the assumption that the number of pipeline stages has a constant value of 5. However, it can be increased if the number of parallel processing increases for a given clock frequency. Thus, the required clock frequencies described in Table 1 can be considered as a lower bound of the required clock frequency to achieve 20Gbps. The required clock frequencies of Nokia’s LDPC and ZTE’s LDPC are smaller than the others but its BLER is worse than the others. Thus, it can be seen that the required clock frequency and BLER performance tend to decrease as Z increases.


Observation 2: There may be a trade-off between the required clock frequency and the BLER performance for a given information size. 
Observation 3: Proposed LDPC codes having similar BLER with the LTE turbo code require about 450MHz clock frequency to achieve 20Gbps decoder throughput at high code rates with dual frame processing. 

2.2. Barrel shifter
2.2.1. Shifting networks description
For the QC-LDPC codes, the interconnection routing network is highly structured and can be characterized by the submatrix size and the circular-shift value of each circulrant permutation matrices. Many researchers have proposed more efficient shifting network techniques for the use in a reconfigurable QC-LDPC. Well-known shifting networks are described below:
· Single-size circular shifting network (SS-CS) [10]: this network can be efficiently achieved with a barrel shifter with given an array of data with only one size Z. It supports the arbitrary rotation, 0, 1, …, Z-1, which is decomposed into ceil(log2Z) consecutive rotations by powers-of-2. The network require Z* ceil(log2Z) multiplexers and ceil(log2Z) stages.
· Multi-size circular shifting network (MS-CS) [10]: The MS-CS network is made of SS-CS network arrays with arbitrary size, merged in an adaptation network. The MS-CS is composed of stages of ceil(log2A)+ceil(log2Z) stages of Z*(ceil(Z/A)-1 + ceil(log2A)) multiplexers, in which, A is the greatest common divisor between all block-sizes.
· QC-LDPC shift network (QSN) [11]: The QSN architecture has also utilized the conventional logarithmic barrel shifters. QSN offers cyclic shifting for any number of inputs, equal to or less than network size, by utilizing two barrel shifters and a merge network. the QSN requires fewer logic stages that effectively reduce the length of the critical path than the Benes-topology-based networks such as the OPN [12], which in turn results in reduced interconnect delay and improves the clock cycle time. The QSN require Z*(2*ceil(log2Z)-1)+1 multiplexers and ceil(log2Z)+1 stages.
 Given lifting size Z, we compare number of 2-to-1 Multiplexers and stages in Table 2. Reconfigurable shifting network need a circuit for generating the control signals. In this proposal, for simplicity, we ignore the circuit area and power consumption. 

Table 2. Comparison of multiplexers and stages according to the shifting network types.
	
	SS-CS
	MS-CS
	QSN

	
	MUX
	Stage
	MUX
	Stage
	MUX
	Stage

	Z=96
	672
	7
	2400a
	9a
	1249
	8

	Z=128
	896
	7
	-
	-
	1665
	8

	Z=320
	2880
	9
	6400b
	14b
	5441
	10

	Z=1000
	10000
	10
	25000c
	16c
	19001
	11


 a A=4, b A=20, c A=50
 
Table 3 and 4 show normalized total area and power, area and power based on multiplexer count compared with synthesized results of 802.11n on a 65nm CMOS technology [10], respectively. We separate memory, calculation logic and barrel shifter (with control circuit) areas and powers based on the area and power breakdown table in [10]. We assume that the area and power of calculation logic increase linearly as the lifting size increases.
Table 3. Normalized total area and power based on multiplexer count 
	
	SS-CS
	MS-CS
	QSN

	
	Total Area
	Total Power
	Total Area
	Total Power
	Total Area
	Total Power

	Z=96
	1.1
	1.1
	1.3
	1.4
	1.2
	1.2

	Z=128
	1.4
	1.3
	-
	-
	1.4
	1.4

	Z=320
	2.9
	2.6
	3.3
	3.2
	3.2
	3.1

	Z=1000
	8.3
	7.4
	10.1
	9.9
	9.4
	8.9



Table 4. Normalized area and power based on multiplexer count
	
	SS-CS
	MS-CS
	QSN

	
	Area
	Power
	Area
	Power
	Area
	Power

	Z=96
	7.4
	10.1
	22.1
	28.7
	12.9
	17.3

	Z=128
	8.1
	11.37
	-
	-
	14
	19.2

	Z=320
	12.2
	17.9
	23.6
	32.6
	20.8
	29.2

	Z=1000
	14.7
	22.1
	30.1
	41.5
	24.7
	35



2.2.2. Area and power of row parallel LDPC decoder
When row parallel decoding technique is adapted, calculation logic and barrel shifter increases linearly as the maximum number of nonzero submatrices processed in parallel per row of H matrices (Smax) increases. Table 5 shows area and power of barrel shifter of row parallel decoder, which has Smax=17.

Table 5. Area and power of shifting networks based on row parallel decoder
	
	SS-CS
	MS-CS
	QSN

	
	Area(mm2)
	Power(W)
	Area(mm2)
	Power(W)
	Area(mm2)
	Power(W)

	Z=96
	1.03
	0.44
	3.67
	1.58
	1.91
	0.824

	Z=128
	1.37
	0.59
	-
	-
	2.54
	1.1

	Z=320
	4.4
	1.9
	9.79
	4.22
	8.32
	3.59

	Z=1000
	15.3
	6.6
	38.2
	14.5
	29.1
	12.5



According to Nokia’s proposal [13], maximum baseband power of a smartphone should be considered (1W). Hence, we can’t use the red marking values of barrel shifters. If we adapted recent CMOS technology, efficient shifting network under specific parity check matrices, and so on, the number of the red marking values will be increased. 

2.2.3. Comparisons of area, power of companies’ lifting size 
QC[14] supports 4,5,6,7*2i, i={1,…,7}, lifting sizes. A shifting network can be designed the QSN. The row parallel decoder of the highest family with highest absolute code rate [9] has Smax=22.
Intel [15] supports 20, 40, …, 320 lifting sizes and has Smax=20. It can be designed the MS-CS network or QSN.
Maximum lifting sizes of Samsung [16] and Nokia [5] are 320 and 504, which have Smax=20 and Smax=21, respectively. To support each lifting size, it can be designed the QSN. 
Table 6 show comparison results of area and power based on row parallel decoder. The values in Table 6 are obtained under Smax=15 assumption.

Table 6. Comparison of area and stages of each companies
	QC
(QSN)
	Intel
(MS-CS)
	SS
(QSN)
	Nokia
(QSN)

	Area(mm2)
	Power(W)
	Area(mm2)
	Power(W)
	Area(mm2)
	Power(W)
	Area(mm2)
	Power(W)

	23.1
	9.98
	8.63
	3.72
	7.34
	3.17
	11.6
	4.99



Observation 4: The power of a shifting network based on a row parallel decoder can be very large to support information block size flexibility.
Proposal 1: Shifting networks having a limited flexibility and/or lifting size can be considered to achieve 20Gbps.

2.2.4. Impact of large lifting size
Critical-path by the logic stages challenges in the large lifting size. Because of the critical-path delay, the clock frequencies can be limited by lifting sizes and is listed in Table 7 based on the QSN with the smallest critical-path from [11]. It was synthesized on a 180 nm CMOS technology. To solve the critical-path problem, we use additional clock cycles at shifting networks. Whereas, overall processing period will be increased.

Table 7. Comparison of multiplexers and stages according to the shifting network types.
	Lifting size
	Stages
	Freq.(MHz)

	32
	6
	286

	48
	7
	250

	64
	7
	250

	96
	8
	200

	128
	8
	200

	320
	10
	143a

	1000
	11
	125a


a estimated value is obtained from Table II in [11] under the assumption that additional 1 stage spends 1ns.

Observation 5: When clock frequency is high, shifting networks in pipelined decoder architectures shall require multiple clock cycles.

2.3.  Overall area calculation of row parallel LDPC decoders

In this section, we obtain the area of row-parallel decoders from a reference decoder. The area of LDPC decoders can be classified as variable node memory, check node memory, Barrel shifter, update logic units, and others. Our reference model is a row parallel LDPC decoder for 802.11ad standard. In typical 802.11ad implementation, the ratio of each part to the overall decoder area is given in Table 8.

Table 8.  Area break down of a sequential LDPC decoder for 802.11ad standard (65nm CMOS)
	
	VN memory
	CN memory
	Barrel shifter
	Update Logic
	Others
	Total

	Area [mm2]
	0.0611
	0.0125
	0.1175
	[bookmark: _GoBack]1.0037
	0.0004
	1.20

	Ratio [%]
	5
	1
	10
	84
	0
	100



In 802.11ad standard, the lowest code rate is 1/2 and the numbers of rows and columns of the H matrix for 1/2 code rate are respectively 672 and 336. The size of submatrix is  so that . The reference decoder uses registers as memory and the LLR bit width is assumed to be 5 bits. 
Note: As the number of parallel processing logics of LDPC decoder increases, the memory has to be split up into smaller banks and the efficiency of memory architecture becomes more important. Thus, high speed decoders (>Gb/s) usually use registers as memory in spite of register’s high power and large area. 
Table 9. Area comparison of a row parallel LDPC decoder for 802.11ad standard (65nm CMOS)
	
	 Reference
	[17]
	[2]
	[18]

	Area [mm2]
	1.20
	1.30
	1.60
	1.56



The area of the reference decoder is similar with but slightly smaller than the decoder area in [17], which uses registers as memory. Thus, we think the reference decoder can be used to roughly estimate the implemented area of a row-parallel LDPC decoder, which is designed to achieve 20Gbps
Let VNAD, CNAD, BSAD, LUAD, OTAD be respectively the area of variable node memory, check node memory, Barrel shifter, update logic units, and others of the reference model. Also, let VNNR, CNNR, BSNR, LUNR, OTNR be respectively the area of variable node memory, check node memory, Barrel shifter, logic units, and others of a row parallel LDPC decoder. Then, the overall decoder area of a row parallel decoder can be approximated estimated from the reference model as follows.
· Area of variable node memory
· VNNR = VNAD * nNR/672* LLRNR/5, where nNR denotes the number of columns of the largest H matrix to be supported, LLRNR denotes the LLR bit width.
· Area of check node memory
· CNNR =CNAD * mNR/336* LLRNR/5, where mNR denotes the number of rows of the largest H matrix to be supported.
· Area of update logic units
· LUNR =LUAD * PF NR/ 32* LLRNR/5, where PF NR = Z*Smax and Smax is the maximum number of nonzero submatrices processed in parallel. 
· Note: Smax is equal to the maximum number of nonzero submatirces per row of an H matrix when row merging is not used..
· PF NR is approximated as Z*Smax, because the number of min-operation units is proportional to Smax-1 for row parallel decoders but the other parts of update logic units are proportional to Smax.
· Area of Barrel shifter
· There are several methods to configure multi-size circular shifting networks. In this section, a method shown in [15][19] is described in this section. For other methods see section 2.
· MS-CS: Let B be the number of shift sizes, which are supported as [1,2,…,B]*Z/B. Then, the barrel shifter requires about Z*(B -1 + ceil(log2(Z/B))) muxes, where A=Z/B is the greatest common divisor between all block-sizes.
· BSNR =BSAD * Smax *Z*(B -1 + ceil(log2(Z/B))) /4032*LLRNR/5, where 4032 is obtained by substituting Z=42 and B=1 into Smax *Z*(B -1 + ceil(log2(Z/B))) for the LDPC codes of 802.11ad standard.
· Area of others
· OTNR =OTAD* nNR/672* LLRNR/5
· We assume that the area of others is proportional to the number of variable nodes, because the routing between variable nodes to barrel shifter is included in ‘others’ and the area of routing is proportional to the number of variable nodes.
The overall decoder area of the reference decoder for 802.11ad standard is compared with other implementations in Table 8.

Let’s consider an LDPC code of which LLRNR =5, nNR =24000, mNR =16000, Z=320, Smax =17, PF NR=5440 and assume that the MS-CS is used to configure multi-size shifting networks. Table 10 shows the overall decoder area and the ratio of barrel shifter area to the overall decoder area.
 
Table 10. The overall decoder area of a row-parallel LDPC decoder (LLRNR =5, nNR =24000, mNR =16000, Z=320, Smax =17)
	B
	1
	4
	8
	16
	20
	40
	80
	160
	320

	Throughput[Gbps]
	20Gbps (clock frequency - 450MHz)

	Area [mm2]
	12.34
	12.50
	12.98
	14.09
	14.56
	17.57
	23.76
	36.28
	61.49

	Barrel shifter ratio
	12%
	13%
	16%
	23%
	25%
	38%
	54%
	69%
	82%



If the clock frequency is down to 225MHz, the number of check nodes processed in parallel should be increased to achieve 20Gbps. It induces the increase of overall decoder area because the area of update logic units and barrel shifter networks are dominant. Table 11 shows the overall decoder area and the ratio of barrel shifter area to the overall decoder area when LLRNR =5, nNR =24960, mNR =16640, Z=640, Smax =15, PF NR=9600.

Table 11. The overall decoder area of a row-parallel LDPC decoder (LLRNR =5, nNR =24960, mNR =16640, Z=640, Smax =15)
	B
	1
	4
	8
	16
	20
	40
	80
	160
	320

	Throughput[Gbps]
	20Gbps (clock frequency -225MHz)

	Area [mm2]
	19.93
	20.21
	21.05
	23.00
	23.84
	29.16
	40.07
	62.18
	106.67

	Barrel shifter ratio
	14%
	15%
	19%
	26%
	28%
	41%
	57%
	72%
	84%



Observation 6: The ratio of shifting network area to overall decoder area is largely varied according to the number of lifting sizes to be supported. (e.g. It is in the range of 12% to 84% for LDPC codes with information size of 8000 when the number of lifting sizes to be supported is in the range of 1 to 320)
Observation 7: There is an almost linear trade-off between the decoder area and the required clock frequency for a given decoder throughput of 20Gbps. 

3. Conclusion
Consideration points (clock frequency and area) were discussed for flexible LDPC decoder. Our observations and suggestion are as follows:
Observation 1: At high code rates, row parallel decoders with pipelined architecture should be considered as flooding decoding rather than layered decoding.
Observation 2: There may be a trade-off between the required clock frequency and the BLER performance for a given information size.
Observation 3: Proposed LDPC codes having similar BLER with the LTE turbo code require about 450MHz clock frequency to achieve 20Gbps decoder throughput at high code rates with dual frame processing.
Observation 4: The power of a shifting network based on a row parallel decoder can be very large to support information block size flexibility.
Observation 5: When clock frequency is high, shifting networks in pipelined decoder architectures shall require multiple clock cycles.
Observation 6: The ratio of shifting network area to overall decoder area is largely varied according to the number of lifting sizes to be supported (e.g. It is in the range of 12% to 84% for LDPC codes with information size of 8000 when the number of lifting sizes to be supported is in the range of 1 to 320)
Observation 7: There is an almost linear trade-off between the decoder area and the required clock frequency for a given decoder throughput of 20Gbps.
Proposal 1: Shifting networks having a limited flexibility and/or lifting size can be considered to achieve 20Gbps. 
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