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Introduction

In RAN1#86, it was agreed that the eMBB data channel coding scheme will be chosen at RAN1#86bis, including agreeing on the observations that led to the decision.
In this paper, we discuss implementation complexity, hardware cost and the effort for each of the proposed scheme for eMBB data. 
 
(Turbo, LDPC) Combo for eMBB Data
As has been agreed in RAN1#85, at least in AWGN channels, all candidate channel coding schemes show comparable link performance for large information block sizes. The candidates considered are turbo codes, LDPC codes, and Polar codes.
Further, it was agreed in RAN1#86 that channel coding technique should provide adequate flexibility for NR, including info block flexibility, codeword size flexibility, and retransmission flexibility through incremental redundancy (or similar). It is well known that turbo codes are most friendly with flexibility requirements. This has been proven in the application of turbo codes in LTE. 
Hence the only concern with applying turbo codes to NR is the implementation efficiency when a very high peak data throughput is required (e.g., 20 Gbps for NR downlink). 
Due to the fully-parallelizable nature of LDPC codes, LDPC codes are considered more efficient than turbo codes for reaching very high peak throughput. However, decoding complexity of LDPC codes increases substantially at low coding rates. It is therefore desirable to have LDPC codes as a complement to turbo codes, where turbo codes are used for low-to-medium throughput transmission, while LDPC codes is utilized when high throughput is demanded by the service.
Furthermore, dual-connectivity of LTE and NR are expected to be a very important architecture choice. Clearly when the dual-connectivity is to be supported, the UE has to include a turbo decoder for LTE connection. To reduce the amount of code specification work, and to reduce the implementation effort of new decoder type, it is beneficial to adopt (turbo, LDPC) combo for NR. 
If turbo code can cover the low-to-medium throughput cases, then LDPC codes only need to be specified for higher code rates, which is associated with high throughput. Correspondingly, a relatively simple LDPC decoder needs to be implemented.
There are multiple ways to support the (turbo, LDPC) combo solution of NR.
· Alternative 1. Switching between turbo and LDPC based on MCS level of 1st transmission. When the MCS level is low-to-medium, turbo code is used. When the MCS level is high, LDPC code is used. The exact transition point can be further studied. For retransmission of HARQ, the code type stays the same as that of 1st transmission.
· Alternative 2. The code type is associated with DL vs UL. Since DL is expected to have higher peak throughput target than UL, a good solution is to use turbo code for UL, while using LDPC codes for DL.
· Alternative 3. Code type selection is based on the UE category. A lower category UE has lower peak throughput requirement, while a higher category UE has higher peak throughput requirement, as in LTE. Hence a lower category only needs to implement turbo decoder for the DL, while a higher category UE needs to implement both turbo decoder and LDPC decoder for the DL. For the uplink, there is no need to differentiate between lower and higher category UEs, since encoding is simple for both turbo and LDPC codes when compared to decoding. Hence on the uplink, turbo codes can be used for all UEs. 
Using signaling of LTE as a reference, all UEs need to perform SIB reception. There are also L3 RRC signaling exchange before the UE category information is sent from UE to eNodeB. For such L3 signaling, a default coding scheme is necessary. Turbo code is appropriate to be such default coding scheme, since these L3 signaling only has low throughput.  To simplify design, all L3 RRC signaling should be carried by turbo codes.

Other Options for eMBB Data
In addition to the (turbo, LDPC) combo solution for eMBB data, other options have also been proposed.
LDPC-only 
LDPC-only has been proposed as a strong candidate for eMBB data. In this scheme, only LDPC codes are defined and used for eMBB data, including both DL and UL.
One clarification with LDPC-only option is that, although a single code type is defined in this option, it is not to be understood as requiring a single decoder only. Based on our analysis, two or more LDPC decoders are in fact necessary. 
Firstly, numerous H matrices are necessary to provide the full coverage of sizes and rates required for NR. Depending on how different the H matrices are, it may not be efficient to run a decoder built for very large block sizes to also decode H matrices of very small block sizes. 
Secondly, due to the flexibility requirement of NR, a flexible LDPC decoder (and associated parity check matrix design) is necessary. However, a flexible LDPC decoder has not been proven to be able to support peak throughput of 20 Gbps. Hence at least a second LDPC decoder is necessary to complement the flexible LDPC decoder. The second LDPC decoder can be another flexible LDPC decoder, or an inflexible LDPC decoder which allows much higher peak throughput than a flexible LDPC decoder. 
[bookmark: _GoBack]Considering the need to reach 20 Gbps peak throughput on the DL, and the need of full flexibility, the expectation is that two or more LDPC decoders are necessary.
Polar-only 
Polar-only has also been proposed as an important candidate for eMBB data. In this scheme, only Polar codes are defined and used for eMBB data, including both DL and UL.

The native behavior of the Polar code is that it has substantially inferior performance when using its standard successive cancellation decoding techniques (except for infinite long bursts), when compared with other codes. For moderate burst length size, list successive cancellation decoder, together with aid of CRC, is needed to achieve good performance. Hence when evaluating the Polar decoder implementation, the list successive cancellation decoder has to be used. The Polar decoder kernel (e.g., ,  calculation) can be implemented with approximation methods without significant loss in performance. The performance of the polar code depends on the list size, the placement of the frozen bits in code word and the CRC size. The decoding is sequential in nature and needs methods like tree-pruning and other methods to improve the throughput and lower the latency. The flexibility of the decoder implementation is low since each combination of info block length, code rate, and frozen bit location needs to be implemented with specific support in the hardware. The code flexibility when it comes to block length is also low since the code block size N is defined as a power of two. Puncturing can be done but additional effort is needed to avoid catastrophic puncturing patterns. 

The throughput and the latency limitation due to the sequential behavior need to be solved. Both the SCD part as well as the LM part needs to be improved. The SCD can be implemented in parallel for different lists; in addition to that improvement to the sequential behavior can be done by implementing the Fast Simplified Successive Cancellation (Fast-SSC) [8] decoders and other optimization techniques. The LM part can be optimized with selective expansion (SE), Double Threshold Scheme (DTS) described in [8]. However, the need to support flexible positions of frozen bits complicates the overall implementation. The effort for implementing the improvements to the SCD is estimated to be high and the effort for implementing the improvements to the LM is also estimated to be high.
A fully flexible LSCD decoder is required to attain high flexibility in block length, code rate and position of the frozen bits. Such a LSCD decoder can be implemented by extending the Fast-SSC techniques, designing for the largest block length, and preparing a flexible structure. The effort for implementing the required flexibility is nonetheless estimated to be high. 
Memory handling issue with high memory usage and excessive memory access must be solved. One attempt is done by dividing the memory in partitions. However, how this method works together the other optimization techniques is unclear. The effort for optimizing the memory usage is estimated to be high. 
Conclusion

In this contribution, we discuss implementation aspects of the decoders for Turbo codes, LDPC codes and Polar codes.  Based on the discussion, we have the following proposal:


1. Adopt a combination of LDPC and Turbo code for eMBB data.
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