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1. Introduction 
In this contribution, we provide performance evaluation for different coding schemes for NR URLLC/MMTC and control channels. 
2. Simulations Results for small to medium payloads
In this section, we show performance for K=200 bits, 600 bits and 1000 bits in Figures 1,2, and 3, respectively. 
These payloads are of interest for data channels targeting URLLC/MMTC traffic. For URLLC, a key desirable feature is low-latency encoding/decoding and high reliability (~1 – 1e-5). For MMTC, similar to Rel-13 MTC/NB-IOT, cost could be a key factor (for at least downlink), whereas uplink coding scheme selection could be based on other considerations (performance, latency, commonality with other NR coding schemes, etc). 
Some of the same analysis for complexity applied in [1] are applicable to the coding schemes discussed here i.e. wrt list size for Polar codes, shift size selection for LDPC, etc. 
· For turbo code, LTE code is reused (below 1/3, repetition is used).

· The LDPC parity-check matrices and associated parameters are in the attachment (intelLDPC_URLLC_MMTC.txt). 
· Note: For URLLC/MMTC simulations, the LDPC parity-check matrices used are slightly different than the ones defined for EMBB (different mother rate), but the principles are same as described in [2]
· The Polar code details are in [3,4]. 

· For TBCC, for rate-1/3 LTE TBCC is reused. For rate-1/6, additional generator polynomials from [5] is used. 

For the parameter settings (number of iterations, list size, etc), we show a few different combinations for different schemes (and keeping turbo-8 iterations as baseline). 
Table 1. Simulation parameters for small to medium payloads.

	Code
	Block size
	Code Rate
	Modulation

	Turbo code, 
8 iterations, 
Max-log-MAP + scaling
	200, 608,1008
	{1/6,1/3}
	QPSK

	LDPC,

20, 50 LBP iterations, 

exact kernel for CNU,
Base matrix size:, 
17x25 for r1/3

41x49 for r1/6 (mother matrix)

Shift size values (z): [25, 75, 125]

Info puncturing: First z systematic bits
	200,600,1000
	{1/6,1/3}
	QPSK

	Polar code, 

L=1,32

CRC lengths 0,8,16

Shortening from codeword length K/R rounded to the next higher power of 2.
	~200,~600,~1000
	{1/6,1/3}
	QPSK

	TBCC

CRC 0 for L=1 (Viterbi Algorithm)

CRC 8 for L=8,32 (List VA)
	200,600,1008
	{1/6,1/3}
	QPSK


Observations for small to medium payload size (200, 600, and 1000) 
· For small to medium payload, turbo code, LDPC and List-decoding polar code with L=32 have comparable performance.

· Polar decoding with List size =32 is required for reaching comparable performance as turbo/LDPC.

· List decoding can improve TBCC performance by over 1dB
· For K=200, TBCC with L32 performs within 1dB of turbo code.
The figures also show CRC-less polar coding can be beneficial over CRC attached PC e.g. for K=200, vice-versa for K=600.
3. Simulations Results for very small payloads
We show the performance for K=20 bits, and 40 bits for TBCC and Polar code in Figure 4. Such payloads are of keen interest for control channels, where the considerations may be different than e.g. data channels. For instance, for downlink control channels, UE has to perform multiple tens of blind decodes in a very short amount of time as it is critical for achieving reduced latencies envisioned for NR; it is important to assume a reasonable implementation for fair comparison. 
Given the List-32 PC has challenges from latency and complexity perspective (See [1]) - for Polar code simulations, list size of L=4 is used. CRC overhead is minimized by allowing very short CRC length for PC to benefit list decoding. 
For TBCC, Viterbi algorithm (no List) is used. 

Figures 4 shows that TBCC and Polar Code have comparable performance. Therefore, it seems the existing TBCC is still a good candidate for control channels and very small payloads.

Observation: TBCC with Viterbi algorithm and Polar code with list size = 4 have comparable performance at very very short block sizes. 

Table 2. Simulation parameters for small to medium payloads.

	Code
	Block size
	Code Rate
	Modulation

	Polar code, 

L=4

CRC lengths 4,2
	21,42
	{1/6,1/3}
	QPSK

	TBCC

CRC 0 for L=1 (Viterbi Algorithm)
	20, 40
	{1/6,1/3}
	QPSK


4. Conclusion

We show performance evaluations for turbo/LDPC/Polar/TBCC for medium payloads (200/600/1000) and for TBCC/polar for very small payloads (20/40 bits) and draw the following observations: 

For small to medium payload size (200, 600, and 1000) 

· Turbo code, LDPC and List-decoding polar code with L=32 have comparable performance.

· List decoding of Polar with List size =32 is required for reaching comparable performance as turbo/LDPC.

· List decoding can improve convolutional code performance by over 1dB. 

· For K=200, TBCC with L32 performs within 1dB of turbo code.
For very small payload size (20/40) 

· TBCC with Viterbi algorithm and Polar code with list size = 4 have comparable performance. 
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Figure 1. QPSK, BLER Vs SNR for K=200 bits.
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Figure 2. QPSK, BLER Vs SNR for K=600 bits.
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Figure 3. QPSK, BLER Vs SNR for K=1000 bits.
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Figure 4. TBCC Vs Polar code for K=20/40 bits.
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