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Introduction
In the RAN1 #84bis meeting, several channel coding schemes were proposed for NR system and those are LDPC code, polar code, convolutional code (LTE and/or enhanced convolutional code) and turbo code (LTE and/or enhanced turbo code). Candidate codes should be examined in terms of performance, implementation complexity, latency, and flexibility.
This contribution introduces how to calculate the decoding latency and throughput for turbo, LDPC, and polar decoders and discusses the decoder configurations (clock frequency, the number of iterations, the number of decoders etc.) to support eMBB scenarios.


Latency and throughput for turbo decoder  
In this section, we derive  formulae to calculate the decoding latency and throughput for turbo code [1], [2], [3], [4]. Notation for our calculation is given below.
f: operating frequency
I: iteration number
K: number of information bits
W: sliding window size
A: acquisition length
r: radix realization of the recursion units
P: number of APP decoders

Since there are P APP (a posteriori probability) decoders in one turbo decoder, one APP decoder should process K/P bits. If we adopt radix-2 and radix-4 decoding algorithms, 1-bit and 2-bit can be processed in one clock cycle, respectively. Therefore, K/P and K/2P clock cycles are required for each half-iteration, respectively. 
When employing a non-sliding window (NSW) decoding, the decoding latency can be defined as follows [2]: 
NSW Decoding Latency ∼ 2∙I∙(K / P) / log2(r)  [clock cycles]
In the case of sliding window (SW) decoding with acquisition window, additional W/log2(r) and A/log2(r) clock cycles should be considered as follows: 
SW Decoding Latency ∼ 2∙I∙(K / P + W + A) / log2(r)  [clock cycles]
Finally, since the throughput can be defined by f∙K /Latency, we can derive formulae for the decoder throughput: 
i) Throughput for NSW decoding: 

ii) Throughput for SW decoding: 

Since the latency for NSW decoding is always less than that for SW decoding, NSW decoding is commonly preferred to SW decoding to support high decoder throughput. Nevertheless, turbo decoder with NSW decoding is still inefficient to support 20 Gbps for eMBB service. For example, consider some possible and reasonable implementation parameters as follows: f = 600 MHz, I = 6, K = 6144, r = 2, P = 64. Then, NSW decoding latency becomes 1152 clock cycles (or 1.92 usec) and the decoder throughput is 3.2 Gbps. Therefore, a large area should be required in hardware since we need at least 7 independent turbo decoders to support 20 Gbps. Note that if we adopt higher clock frequency to improve area efficiency, the power consumption for turbo decoders could be seriously increased. In addition, if we have much more APP decoders, the coding performance could be getting worse drastically. For example, Figure 1 shows an evaluation result of LTE turbo code for modulation order and code rates corresponding to CQI (channel quality indicator) 15 in LTE standards. The coding performance of LTE turbo code is getting worse as the number of APP decoders (P) increases.
Consequently, one can observe easily that there is a trade-off among decoder throughput, power consumption, and coding performance. Therefore, a proponent of turbo codes for NR channel coding, especially eMBB service, should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation. 

Observation 1: For turbo decoder, there is a trade-off among decoder throughput, power consumption, and coding performance.

Proposal 1: A proponent of turbo codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
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Figure 1 Performance of LTE turbo codes according to No. of APP decoders (P)


Latency and throughput for LDPC decoder  
Common LDPC decoder architectures belong to one of three classes: full-parallel, row-parallel and block-parallel [5]. The row-parallel architecture [6], [7], [8], [9] provides a high throughput  up to tens of Gbps, while its routing complexity can still be kept low, permitting a high energy and area efficiency. To meet the requirement of 20 Gbps for eMBB service, we can choose the row-parallel decoder architecture. 
The throughput of a row-parallel architecture is determined by the number of block rows M and the number of pipeline stages, . The number of clock cycles per decoding iteration is . Suppose the number of decoding iteration is I, then the decoding throughput is given by [6]


where f is the operating clock frequency and K is the number of information bits of the LDPC code.
To enhance the throughput, we reduce the number of effective row blocks to process using row-merging and apply dual frame processing to improve efficiency [6], [10]. When the number of effective row blocks is L (= the number of layers in layered decoding), the throughput can be obtained as follows [6], [10]:


· Ex1) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 1/3 and 16-layer which is proposed in [11] can support decoder throughput 20 Gbps with a single decoder. 
· Ex2) Consider the following implementation parameters: f = 150 MHz, I = 15, K = 8000. 
Then, the LDPC code with code rate 8/9 and 4-layer which is proposed in [11] can support decoder throughput 20 Gbps with a single decoder.

Observation 2: Configurations of LDPC decoder for 20 Gbps support can be changed according to code-rate. For high code rate, LDPC decoder can easily support 20 Gbps throughput with low clock frequency. 

Proposal 2: A proponent of LDPC codes should provide detailed information about decoding parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation

Latency and Throughput of Polar Decoder
Polar codes can be decoded by successive cancellation (SC) decoding or improved by SC list (SCL) decoding. There have been a number of efficient realizations of polar decoders [12]-[14]. Recent developments exhibited that the decoder throughput can be up to several hundred Mbps. However, owing to the sequential nature of SC decoding – the decision of an information bit is affected by the results of previously decided bits, the polar decoder may be limited in its throughput capacity. We first discuss the minimal latency of SC and SCL decoders counted in clock cycles and then calculate the throughput. Polar decoders can efficiently be realized based on Log-Likelihood (LL) [13] or Log-Likelihood-Ratio (LLR) [14]. We consider only LLR-based decoding because it is most suitable for fixed-point and hardware implementation. There is no performance compromise by utilizing LLR instead of LL. The LLR-based decoder can further be simplified to the min-sum decoder. 

SC decoder 
It is known that the SC decoder can be implemented with variable parallel processing [12]. The minimized latency achievable by P parallel processors (a simple two input check/variable node processor) is 
where  is the block length. Because the maximum number of processors that can concurrently work is , the SC decoder latency is lower bounded by  
Regarding the latency, the throughput (upper-bound) of an SC decoder is given as 

where  is the code rate. The throughput of the SC decoder is roughly limited to half the clock frequency. The SC decoding performance can be improved by a list decoding, SCL decoding as can be seen in Figure 2. However, the list management causes additional latency. 
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Figure 2 Performance of polar codes according to rate and list size (L)

SCL decoder 
In the SCL decoding, the decoder selects L best paths from 2L paths forking from the previous L most-likely paths where L is the list size. In order to do that, the path-metrics after their calculation should be sorted for the selection of the best half. The SC decoding should halt until one round of sorting is completed. So the latency due to path metric sorting should be taken into account as  


where  denotes the total sorting latency. The sorting latency Lsort is depending on how quick a sorting operation is completed. An optimal partial serial sorting will consume  clock cycles that will result in . This may be detrimental to throughput capacity of the decoder. An alternative way is to use a parallel sorter such as radix 2L sorter[footnoteRef:2] [14] that can complete a single sorting in one clock cycle whatsoever at the price of complexity increase [16]. Then the decoding latency will be given as  [2:  Use of radix  sorter may increase the computational complexity substantially. The complexity of sorting is quadratic with  as . We can also think of the pruned sorter presented in [14] or a good tradeoff such as bitonic sorter [15]. ] 

i) Latency for serial sorting:
 [clock cycles]
ii) Latency for parallel sorting: 
 [clock cycles]
Note that this is the minimal latency which can be achieved with considerable complexity increase. For the corresponding throughput, 
i) Throughput for serial sorting:

iii) Throughput for parallel sorting: 

The throughput of SCL decoders is roughly upper-bounded by one third the clock frequency when the radix 2L sorter is used. 
Since the latency of SC decoders is always smaller than that of SCL decoders, SC decoding would be preferred to SCL decoding to support high decoder throughput even though the performance of SC decoding is worse than that of SCL decoding. For better performance, SCL decoding with radix 2L sorting would be a good option since the sorting is finished in one clock cycle. Nevertheless, the polar decoder with SC decoding or SCL decoding with radix-2L sorting is still not suitable to support 20 Gbps for eMBB service. For example, consider some sets of implementation parameters as follows:
· Ex1) Consider the following implementation parameters: R=8/9, K = 8000. 
In order to provide the throughput of 20Gbps for the given parameters, a single SC decoder may require the clock frequency of 44GHz. For SCL decoders with radix 2L sorter, 65 GHz is required for clock frequency. 
· Ex2) Consider the following implementation parameters: R=1/3, K = 8000. 
In order to achieve the throughput of 20Gbps for the given parameters, a single SC decoder may require the clock frequency of 120GHz. For slower SCL decoders with radix 2L sorter, 140 GHz is required for clock frequency.

Observation 3: There is a performance/throughput tradeoff between SC and SCL decoders. SCL decoders run slower because of added latency due to the sorting operation. The error performance gap is large though. 
Observation 4: For polar decoders, the throughput limit is dependent on the code rate. For a fixed clock frequency, a smaller rate results in a smaller upper bound for decoder throughput. 
Observation 5: An extremely high clock frequency is required to support 20Gbps (eMBB requirement) with a single polar decoder.
   
Proposal 3: A proponent of polar codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.

Examples of Practical Implementations
Let us consider reasonable hardware configurations. In Table 1, an example including practical implementation settings of turbo, LDPC, polar codes are given. Then, based on these configurations, the number of independent decoders required to achieve peak data rate of eMBB (e.g. 20Gbps) can be calculated according to the equations given in the previous sections. A single LDPC decoder is able to support 20Gbps, whereas at least 7 turbo decoders are required to achieve the data rate. For polar codes, at least 100 independent decoders should work in parallel to take the 20Gbps decoding throughput, and these too many decoders may cause critical problems in hardware implementation. 

Table 1 Example of practical implementation configurations
	Channel 
Codes
	Implementation Configurations
	Decoding Throughput
with a decoder
	Number of decoders 
required for 20Gbps

	Turbo
	LTE-Turbo Code
f = 600 MHz, I = 6, K = 6144, r = 2, P = 64
	3.2Gbps
	7

	LDPC
	16-layer LDPC code designed in [11]
f = 600 MHz, I = 15, K = 8000
	20Gbps
	1

	Polar
	Any Polar code with CA-SCL decoder
f = 600 MHz, L = 32, N = 8192
	200Mbps
	100



Conclusions 
Peak data rate 20 Gbps is a tight requirement to support eMBB services. To clarify the feasibility of hardware implementation, we propose that the proponent for each channel coding scheme provides detailed information for supporting 20 Gbps throughput. 

Observation 1: For turbo decoder, there is a trade-off among decoder throughput, power consumption, and coding performance.
Observation 2: Configurations of LDPC decoder for 20 Gbps support can be changed according to code-rate. For high code rate, LDPC decoder can easily support 20 Gbps throughput with low clock frequency. 
Observation 3: There is a performance/throughput trade-off between SC and SCL decoders. SCL decoders run slower because of added latency due to sorting operation. The performance gap is large though. 
Observation 4: For polar decoders, the throughput limit is dependent on the code rate. For a fixed clock frequency, a smaller rate results in a smaller upper bound for decoder throughput. 
Observation 5: Extremely high clock frequency is required to support 20Gbps (eMBB requirement) with a single polar decoder.

Proposal 1: A proponent of turbo codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
Proposal 2: A proponent of LDPC codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation
Proposal 3: A proponent of polar codes should provide detailed information about decoder parameters to figure out their potential supportable throughput and/or the feasibility of HW implementation.
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