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1. 
Introduction

URLLC is a key service to be enabled by NR as identified the RAN requirements study item [1]. Two KPIs associated with URLLC are user plane latency and reliability. In RAN NR design requirement 38.913 [1], latency and reliability requirement for URLLC service is 

A general URLLC reliability requirement for one transmission of a packet is 1-10-5 for X bytes (e.g., 20 bytes) with a user plane latency of 1ms.
In RAN1 #85 [2], the following agreement has been made

The following performance metrics are defined for evaluation and feature selection in RAN1 (FFS the method of evaluation, including whether SLS are required): 

· URLLC capacity is defined as delivered traffic given the (L, R) constraint

· Denoted as C(L, R)

· URLLC/ eMBB multiplexing capacity is defined as the simultaneously delivered URLLC capacity C(L,R) and eMBB capacity T
The following areas are listed as FFS

· Proposal 1: Single URLLC traffic model should be used evaluate URLLC KPIs

· Example: Fixed packet size of 32 Bytes, Poisson arrival rate of λ

· Example: single directional and bi-directional traffic could be considered

· Proposal 2: Latency metric should capture transmission latency, processing latency, retransmission latency and queuing/scheduling latency 

· Proposal 3: Link level BLER evaluation should include control and data channels

· With and without other cell interference

· Proposal 4: System level evaluation should capture other cell interferences 

First of all, URLLC is a very challenging design considering the stringent delay requirement and the reliability requirement. To fully account for the data/control channel performance, interference variation in the system, UE pathloss/geometry difference, scheduling aspect etc., we propose to use SLS for URLLC capacity evaluation.

Proposal 1: Use SLS to evaluate URLLC capacity, in order to capture the interference variation, UE pathloss/geometry difference, scheduling aspect, etc.

2. 
SLS simulation assumption for URLLC capacity evaluation
It is important to note that due to the high reliability requirement of URLLC (10^-5 residual BLER), at least 10^6 packets are needed for each UE to claim the reliable residual BLER. Due to the simulation complexity, we may have to consider a limited number of UEs in the system (for FTP Model 1/3) in order to control the simulation time. With that in mind, we propose the following SLS simulation assumption as well as evaluation methodologies for URLLC capacity evaluation in Table 1.
Proposal 2: Consider the SLS simulation assumption in Table 1 for URLLC capacity evaluations

To reduce the simulation complexity, we propose to load only one cell with URLLC UE.

Proposal 3: To reduce the simulation complexity, load only one cell with URLLC UE.

In order to capture the system loading, we propose to load the rest 56 cells with 1 full buffer user.

Proposal 4: In order to capture the system loading, we propose to load the rest 56 cells with 1 full buffer user.

Traffic model also plays an important role in terms of meeting the stringent URLLC delay and reliability requirement. We propose to use bursty (FTP) traffic model for capacity evaluation, i.e. packet size of 32 Bytes, Poisson arrival rate of λ
Proposal 5: Use bursty (FTP) traffic model for capacity evaluation, i.e. packet size of 32 Bytes, Poisson arrival rate of λ
Due to the stringent requirement for URLLC service, it is nature for the network to perform admission control in order to ensure the QoS of the admitted UE. For URLLC admission control, we propose to admit only the UE with DL geometry > -3B and pathloss < 140dB.

Proposal 6: Model admission control, e.g. URLLC UE needs to have DL geometry > -3dB and pathloss < 140dB
Table 1: SLS simulation assumptions for URLLC capacity evaluations

	Parameters
	Assumptions

	Layout
	Single layer
Macro layer: Hex. Grid, 57 cell wrap around

	Inter-BS distance 
	200m

	Carrier frequency 
	4GHz

	Simulation bandwidth
	20MHz, other option not precluded

	Channel model
	3D UMa

	BS Tx power 
	44 dBm

	UE Tx power 
	23 dBm

	BS antenna configurations
	Tx/Rx: 4 ports, other option not precluded 

	BS antenna height 
	25m

	BS antenna tilt 
	Companies report tilt

	BS antenna pattern
	Follow the modelling of TR36.873

	BS antenna element gain +
connector loss
	8 dBi including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configurations
	Tx/Rx: 4 ports, other option not precluded 

	UE antenna height
	1.5m

	UE antenna gain
	-4dBi

	UE receiver noise figure
	9dB

	Traffic model
	FTP Model 1/3 with packet size 32 Bytes

	Traffic load
	Poisson packet arrival with arrival rate λ

	UE distribution
	For FTP model 3, only one cell in the center is loaded with 20 UEs with URLLC traffic. 
For the rest of 56 cells, they are loaded with 1 UE in each cell with full buffer traffic.
For URLLC UE: 80% indoor (3km/h), 20% outdoor (30km/h) 

	UE Admission Control
	URRLC UE needs to have DL geometry > -3dB and pathloss < 140dB

	BS receiver
	MMSE-IRC as baseline

	UE receiver
	MMSE-IRC as baseline


3. 
Latency calculation

URLLC reliability for 99.999% with 1 ms latency has implications on the overall system design. We would like to clarify the latency calculation for capacity evaluation. 

Latency of each packet should capture control channel, data transmission, processing, retransmission and queuing latency. Hence, latency can be defined as the duration from the time when the packet arrives at MAC scheduler till the time when all bits of the packet are successfully decoded at MAC.

Proposal 7: Latency metric should capture control channel, data transmission, processing, retransmission and queuing latency
Proposal 8: For each packet, latency can be defined as the duration from the time when the packet arrives at MAC scheduler buffer till the time when all bits of the packet are successfully decoded at MAC.

To mathematically illustrate the latency, for DL transmission, this latency should include following components:
L = L_q + L_Tx + L_RxProc + (N-1)*T_HARQ_RTT

· L_q is the queuing latency before a packet is scheduled

· L_Tx is the transmission time of the grant and data packet, which is typically the TTI duration

· L_RxProc is the receiver processing time to decode the packet. E.g., for LTE FDD, L_RxProc <= 3 SF

· N is the total number of transmissions. 

· T_HARQ_RTT is the HARQ round trip time. E.g., for LTE FDD, T_HARQ_RTT = 8 SF.

For UL transmission, this latency should include following components:

 L = L_sr + L_sr_proc + L_q + L_grant + L_grant_proc +L_Tx + L_RxProc + (N-1)*T_HARQ_RTT

· L_sr is the scheduling request queuing and transmission time

· L_sr_proc is the base station processing time for scheduling request

· L_grant is the UL grant transmission time

· L_grant_proc is the UL grant processing time, E.g., for LTE FDD, L_grant_proc <= 3 SF
Figure 1 also gives the graphic illustrations of packet latency 
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Figure 1: URLLC packet latency calculation illustration

4. 
URLLC capacity evaluation methodologies 

To evaluate the URLLC capacity, if L denotes the latency requirement (in current RAN requirement, L = 1ms), R denotes reliability requirement (in current RAN requirement, R = 99.999%). A UE is in outage iff the UE cannot meet the reliability requirement of R at latency L. For example, for (L=1ms, R=99.999%), a UE is in outage iff its packet residual BLER is greater than 10^-5 at l ms. 

Proposal 9: A UE is in outage iff it cannot meet the reliability requirement of R at latency L. For example, for (L=1ms, R=99.999%), a UE is in outage iff its packet residual BLER is greater than 10^-5 at l ms.

The aggregated URLLC load can be computed as the product of number of UE per cell, each UE packet arrival rate and the packet size, 
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 where nUE is the number of UE per cell, λ is the Poisson packet arrival rate and P is the packet size. For example, if nUE = 20 (20 UE per cell), P=256bits (32 bytes packet size) and λ=10 packets/second. Then the aggregated URLLC load is C=20*256*10=51.2kbps

Proposal 10: The aggregated URLLC load can be computed as the product of number of UE per cell, each UE packet arrival rate and the packet size, 
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 where nUE is the number of UE per cell, λ is the Poisson packet arrival rate and P is the packet size.

URLCC capacity can be evaluated as the aggregate URLLC load when x% [1%] of UEs are in outage

Proposal 11: URLLC capacity C (L, R) can be evaluated as the aggregate URLLC load when x% [1%] of UEs are in outage
5. 
SLS simulation assumption for URLLC/eMBB multiplexing capacity evaluation

Another aspect for performance evaluation is the URLCC service multiplexed with other service such as eMBB. In contribution [3], we provide analysis on the URLLC capacity from both queuing theory perspective and the simulation perspective. As expected, due to stringent delay and reliability requirement for URLLC, even at the URLLC capacity, there are still ample slack capacity (frequency, time resources) that can used for other services. Following the system design principle that statistic multiplexing is highly desirable to exploit trunking efficiency, it is very import to allow URLLC service to be multiplexed with other services, for example eMBB.
In fact, it was agree in RAN1 #85 [3] that 

· URLLC/ eMBB multiplexing capacity is defined as the simultaneously delivered URLLC capacity C(L,R) and eMBB capacity T
Proposal 12: Evaluate URLLC/eMBB multiplexing capacity

In this section, we propose SLS simulation assumptions for URLLC/eMBB multiplexing capacity analysis in Table 2
Proposal 13: Discuss the SLS simulation assumptions for URLLC/eMBB multiplexing capacity analysis, using proposed Table 2 as baseline.

Regarding the eMBB capacity, the following KPI can be used following [1] 
· Full buffer: 5% user spectrum efficiency and mean cell spectrum efficiency

· FTP mode: 5% and 50% user experienced data rate  

Proposal 14: the following KPIs can be used for eMBB capacity 

· Full buffer: 5% user spectrum efficiency and mean cell spectrum efficiency

· FTP mode: 5% and 50% user experienced data rate  
Table 2: SLS simulation assumptions for URLLC eMBB multiplexing capacity analysis
	Parameters
	Assumptions

	Layout
	Single layer:
Macro layer: Hex. Grid, 57 cell wrap around

	Inter-BS distance 
	200m

	Carrier frequency 
	4GHz

	Simulation bandwidth
	20MHz, other option not precluded
Companies report BW allocated to eMBB user and URLLC user

	Channel model
	3D Uma

	BS Tx power 
	44 dBm

	UE Tx power 
	23dBm

	BS antenna configurations
	Tx/Rx: 4 ports, other option not precluded 

	BS antenna height 
	25m

	BS antenna tilt 
	Companies report tilt

	BS antenna pattern
	Follow the modeling of TR36.873

	BS antenna element gain + connector loss
	8 dBi including 3dB cable loss

	BS receiver noise figure
	5dB

	UE antenna configurations
	Tx/Rx: 4 ports, other option not precluded 

	UE antenna height
	1.5m

	UE antenna gain
	-4dBi

	UE receiver noise figure
	9dB

	Traffic model
	URLLC UE: FTP Model 1/3 with packet size 32 byte
eMBB UE: Full buffer, FTP Model 1/3

	Traffic load
	FTP Model: Poisson packet arrival with arrival rate λ

	UE distribution
	For FTP model 3, only one cell in the center is loaded with 20 UE with URLLC traffic and 10 eMBB UE.
For other rest of 56 cells, they are loaded with 1 UE in each cell with full buffer traffic.
For URLLC UE: 80% indoor (3km/h), 20% outdoor (30km/h) 

	BS receiver
	MMSE-IRC as baseline

	UE receiver
	MMSE-IRC as baseline


6.
Conclusion

In this contribution, we propose URLLC system level simulation assumptions and capacity evaluation methodologies. Our proposals are as follows

Proposal 1: Use SLS to evaluate URLLC capacity, in order to capture the interference variation, UE pathloss/geometry difference, scheduling aspect, etc.

Proposal 2: Consider the SLS simulation assumption in Table 1 for URLLC capacity evaluations

Proposal 3: To reduce the simulation complexity, load only one cell with URLLC UE.

Proposal 4: In order to capture the system loading, we propose to load the rest 56 cells with 1 full buffer user.

Proposal 5: Use single bursty (FTP) traffic model for capacity evaluation, i.e. packet size of 32 Bytes, Poisson arrival rate of λ
Proposal 6: Model admission control, e.g. URLLC UE needs to have DL geometry > -3dB and pathloss < 140dB
Proposal 7: Latency metric should capture control channel, data transmission, processing, retransmission and queuing latency
Proposal 8: For each packet, latency can be defined as the duration from the time when the packet arrives at MAC scheduler buffer till the time when all bits of the packet are successfully decoded at MAC.

Proposal 9: A UE is in outage iff it cannot meet the reliability requirement of R at latency L. For example, for (L=1ms, R=99.999%), a UE is in outage iff its packet residual BLER is greater than 10^-5 at l ms.

Proposal 10: The aggregated URLLC load can be computed as the product of number of UE per cell, each UE packet arrival rate and the packet size, 
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 where nUE is the number of UE per cell, λ is the Poisson packet arrival rate and P is the packet size.

Proposal 11: URLLC capacity C (L, R) can be evaluated as the aggregate URLLC load when x% [1%] of UEs are in outage

Proposal 12: Evaluate URLLC/eMBB multiplexing capacity

Proposal 13: Discuss the SLS simulation assumptions for URLLC/eMBB multiplexing capacity analysis, using proposed Table 2 as baseline.

Proposal 14: The following KPIs can be used for eMBB capacity 

· Full buffer: 5% user spectrum efficiency and mean cell spectrum efficiency

· FTP mode: 5% and 50% user experienced data rate  
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