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Introduction
In 3GPP RAN1 meeting #85, the evaluation assumptions for multiple access evaluation were discussed, especially for mMTC use cases. Most of the parameters were agreed. The parameters for multiple access evaluation in mMTC use cases are also applied for mMTC evaluation in general case. It is however noted that the traffic model parameters are not very clear, and therefore needs to be defined to facilitate future evaluation.
On the other hand, the evaluation metrics for mMTC evaluation as well as multiple access evaluation for mMTC use cases were also defined, which include
· Connection density with connection efficiency reported
The detailed evaluation method of the above metrics needs to be clarified to facilitate the evaluation.
In this contribution, the traffic model for mMTC evaluation and detailed evaluation methods for the above-mentioned evaluation metrics are discussed.
[bookmark: _Ref129681832]Traffic model
In 3GPP RAN1 meeting #85, it is agreed that
· Non-full buffer small packet will be used. 
· Consider future trend of mMTC traffic 
· The minimum packet size is [20] bytes
It is clear that the future trend of mMTC traffic needs to be investigated to define the mMTC traffic model. In [1], the future trend of mMTC traffic is investigated based on Report ITU-R M.2370 (see [2], or Appendix of this contribution). 
It is predicted in [2] that the global mMTC traffic will increase 702 times from 2010 to 2020, and will increase 482 times from 2013 to 2023. Considering the mMTC device increase, which is predicted to be 33 times from 2010 to 2020, and 45 times from 2013 to 2023, the per-device mMTC traffic would increase 21 times from 2010 to 2020, and 11 times from 2013 to 2023. 
Therefore, per-device mMTC traffic will increase by 10-20 times from 2010s to 2020s, where 2020s is the time frame that 5G NR study is targeted for.
Observation 1: mMTC traffic will be increased in the order of 10 times for 2020 and beyond, and meanwhile the mMTC device number will increase by 30-40 times.
Based on the above observation, the per-device traffic will be increased significantly. Considering mMTC applications will be dominant by information collection that is characterized by small packet, it is reasonable to assume that such per-device traffic increase is due to the reduction of inter-packet arrival interval. 
The traffic model provided in [3] could be viewed as the traffic characteristic for 2010s. Considering the above prediction, and the possible variation on the prediction, it is proposed to adopt the following traffic model for evaluation.
Proposal 1: Employ the traffic model shown in Table 1 in mMTC evaluation and multiple access evaluation for mMTC use cases, and include the text proposals on mMTC traffic model shown in Annex 1 into 3GPP TR38.802.
[bookmark: _Ref449627595]Table 1 Traffic model characteristic for mMTC evaluation
	Characteristic
	Value

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 2.5 and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.

	Device packet arrival rate (number of packets per second for a device)
	For each device, its packet arrival rate is a Poisson distribution with average rate . And  is given by 1/T where T is the inter-arrival time period (in second).
At least three options are considered for the split of inter-arrival time periodicity for mMTC service periodic: 
	Inter-arrival time period
	% of devices
	Option 1
	Option 2
(5x reduction)
	Option 3
(10x reduction)

	T1
	40% 
	1 day
	4.8 hours
	2.4 hours

	T2
	40% 
	2 hours
	24 minutes
	12 minutes

	T3
	15%
	1 hour
	12 minutes
	6 minutes

	T4
	5%
	30 minutes
	6 minutes
	3 minutes


Other options are not precluded.


Evaluation method
In this section, the detailed evaluation method for mMTC evaluation and multiple access evaluation for mMTC use cases is discussed.
Connection density and connection efficiency
In [4], connection density is defined as the total number of devices fulfilling specific QoS per unit area (per km2). Connection efficiency is measured as supported number of devices per TRP per unit frequency resource. 
Connection density D (#device/km2) could be calculated based on the connection efficiency (#device/TRP/Hz),  the system  bandwidth ω (Hz) and TRP density   (TRP/km2) according to equation (1).

 										 (1)
where  =M/S is obtained by the number of TRPs M in a system, and the area of the target coverage of the system S.
The connection efficiency would be evaluated as follows. 
Assume a certain number of devices N in the simulation area. And assume the inter-packet arrival time is: T1 seconds (40% of N devices), T2 seconds (40% of N devices), T3 seconds (15% of N devices) and T4 seconds (5% of N devices). (T1, T2, T3, T4) is selected from one of the options in Table 1. 
The system should guarantee that the packet outage rate (percentage of packets in outage) is less than [1]%, where a packet is defined to have experienced of outage if the packet failed to be delivered to the destination receiver within a permissible packet delay bound of [Y] seconds. The packet delay is the overall latency from the time when the packet arrival at the transmitter to the time when successful source decoding accomplishes at the receiver. The evaluation will perform the following steps in order to evaluate the connection efficiency and connection density.
Step 1: Set a certain number of users in simulation area N, and the resulted packet arrival rate Npacket based on the selected (T1, T2, T3, T4).  Set the system TRP number as M, simulation bandwidth as W (in Hz), and simulation time as Tsim (in second).
Step 2: Generate device packet according to the traffic model for mMTC evaluation with parameters (T1, T2, T3, T4). (One could remove the devices that have no packet arrival during the simulation time Tsim.)
Step 3: Run simulation with Tsim seconds and obtain the packet outage rate.
Step 4: Increase the number of device N in the simulation area, and repeat Step 1-3 to find the maximum number of device Ncapacity that guarantees the packet outage rate [1%].
Step 5: Calculate the connection efficiency by =Ncapacity/M/W. 
Step 6: Derive the connection density D from equation (1) with assumed system bandwidth ω.
Based on the above discussions, Annex 2 provides the detailed evaluation method for connection density and connection efficiency.
Proposal 2: Adopt the proposed evaluation method described in Annex 2 for connection density and connection efficiency evaluation, and include it in TR38.802. 
Latency for infrequent small packets
According to [4], latency for infrequent small packets is the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.
Latency for infrequent small packets will be evaluated for mMTC deployment scenarios, as well as other small packet applications. System level simulation could be applied. For system level simulation for mMTC evaluation, it should be evaluated using identical simulation assumptions as connection density / connection efficiency. In the simulation, the latency for each packet arrived at the device will be calculated according to the definition given by [4].
Based on the above discussions, Annex 3 provides the detailed evaluation method for latency for infrequent small packets.
Proposal 3: Adopt the proposed evaluation method described in Annex 3 for latency for infrequent small packets evaluation, and include it in TR38.802. 
Signalling overhead
Signalling overhead was agreed to be one of the evaluation metrics for multiple access evaluation for mMTC use cases.
It is proposed that signalling overhead is defined as follows.
Signalling overhead is defined as the occupied radio resource that is required by the signalling divided by the total occupied radio resource that is used to complete a transmission of a packet. The signalling includes following 2 types:
A. Necessary messages exchanged in DL and UL directions during a signalling mechanism, according to the protocol design, including L1 signalling (e.g. PDCCH, PRACH preamble), L2 signalling (e.g. BSR) and L3 signalling (e.g. RRC messages together with layer 2 protocol header) 
B. L2 protocol header for the data packet, including PDCP/RLC/MAC protocol header
Signalling overhead could be evaluated for mMTC deployment scenarios, as well as other deployment scenarios when needed. System level simulation could be applied. For system level simulation for mMTC evaluation, it should be evaluated using identical simulation assumptions as connection density / connection efficiency. In the simulation, the signaling overhead for each packet arrived at the device will be calculated according to the definition.
Based on the above discussions, Annex 4 provides the detailed evaluation method for signaling overhead.
Proposal 4: Adopt the proposed definition of signaling overhead and evaluation method described in Annex 4 for signaling overhead evaluation, and include it in TR38.802. 
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion
In this contribution, we presented some considerations for traffic model and evaluation method for mMTC evaluation and multiple access evaluation for mMTC use cases. It is proposed to adopt the following proposals:
Proposal 1: Employ the traffic model shown in Table 1 in mMTC evaluation and multiple access evaluation for mMTC use cases, and include the text proposals on mMTC traffic model shown in Annex 1 into 3GPP TR38.802.
Proposal 2: Adopt the proposed evaluation method described in Annex 2 for connection density and connection efficiency evaluation, and include it in TR38.802. 
Proposal 3: Adopt the proposed evaluation method described in Annex 3 for latency for infrequent small packets evaluation, and include it in TR38.802. 
Proposal 4: Adopt the proposed definition of signaling overhead and evaluation method described in Annex 4 for signaling overhead evaluation, and include it in TR38.802. 
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Annex 1
Text proposals for mMTC traffic model assumption in TR38.802
[bookmark: _Toc257299757][bookmark: _Toc450318901]================= Start of text proposal ===============
A.2.X	Traffic model for mMTC evaluation
This section describes the traffic model for mMTC evaluation and NR feature evaluation for mMTC use cases.
The mMTC traffic characteristics are shown in Table A.2.X-1.
Table A.2.X-1: Traffic model characteristic for mMTC evaluation
	Characteristic
	Value

	Application payload size distribution
	Pareto distribution with shape parameter alpha = 2.5 and minimum application payload size = 20 bytes with a cut off of 200 bytes i.e. payloads higher than 200 bytes are assumed to be 200 bytes.

	Device packet arrival rate (number of packets per second for a device)
	For each device, its packet arrival rate is a Poisson distribution with average rate . And  is given by 1/T where T is the inter-arrival time period (in second).
At least three options are considered for the split of inter-arrival time periodicity for mMTC service periodic: 
	Inter-arrival time period
	% of devices
	Option 1
	Option 2
(5x reduction)
	Option 3
(10x reduction)

	T1
	40% 
	1 day
	4.8 hours
	2.4 hours

	T2
	40% 
	2 hours
	24 minutes
	12 minutes

	T3
	15%
	1 hour
	12 minutes
	6 minutes

	T4
	5%
	30 minutes
	6 minutes
	3 minutes


Other options are not precluded.


================= End of text proposal ===============

Annex 2
Text proposals for evaluation method of connection density and connection efficiency in TR38.802
================= Start of text proposal ===============
[bookmark: _Toc444186783][bookmark: _Toc450909673]A.3		Evaluation metrics and detailed evaluation method
A.3.X1	Connection density and connection efficiency
Connection density and connection efficiency will be evaluated for mMTC deployment scenarios. 
In 3GPP TR38.913, connection density is defined as the total number of devices fulfilling specific QoS per unit area (per km2). Connection efficiency is measured as supported number of devices per TRP per unit frequency resource. 
Connection density D (#device/km2) could be calculated based on the connection efficiency (#device/TRP/Hz),  the system  bandwidth ω (Hz) and TRP density   (TRP/km2) according to equation (1).

 										 (1)
where  =M/S is obtained by the number of TRPs M in a system, and the area of the target coverage of the system S.
The system should guarantee that the packet outage rate (percentage of packets in outage) is less than [1]%, where a packet is defined to have experienced of outage if the packet failed to be delivered to the destination receiver within a permissible packet delay bound of [Y] seconds. The packet delay is the overall latency from the time when the packet arrival at the transmitter to the time when successful source decoding accomplishes at the receiver. The evaluation will perform the following steps in order to evaluate the connection efficiency and connection density.
Step 1: Set a certain number of users in simulation area N.  Set the system TRP number as M, simulation bandwidth as W (in Hz), and simulation time as Tsim (in second).
Step 2: Generate device packet according to the traffic model provided in Table A.2.X-1 with parameters (T1, T2, T3, T4). (One could remove the devices that have no packet arrival during the simulation time Tsim.)
Step 3: Run simulation with Tsim seconds and obtain the packet outage rate.
Step 4: Increase the number of device N in the simulation area, and repeat Step 1-3 to find the maximum number of device Ncapacity that guarantees the packet outage rate [1%].
Step 5: Calculate the connection efficiency by =Ncapacity/M/W. 
Step 6: Derive the connection density D from equation (1) with assumed system bandwidth ω.
================= End of text proposal ===============

Annex 3
Text proposals for evaluation method of latency of infrequent small packets
 in TR38.802
================= Start of text proposal ===============
A.3.X2	Latency for infrequent small packets
Latency for infrequent small packets is defined in 3GPP TR38.913 as the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point at the mobile device to the radio protocol layer 2/3 SDU egress point in the RAN, when the mobile device starts from its most "battery efficient" state.
Latency for infrequent small packets will be evaluated for mMTC deployment scenarios, as well as other small packet applications. System level simulation could be applied. For system level simulation for mMTC evaluation, it should be evaluated using identical simulation assumptions as connection density / connection efficiency. In the simulation, the latency for each packet arrived at the device will be calculated according to the definition given by TR3.913.
================= End of text proposal ===============

Annex 4
Text proposals for definition and evaluation method of signaling overhead
 in TR38.802
================= Start of text proposal ===============
A.3.X3	Signalling overhead
Signalling overhead is defined as the occupied radio resource that is required by the signalling divided by the total occupied radio resource that is used to complete a transmission of a packet. The signalling includes following 2 types:
A. Necessary messages exchanged in DL and UL directions during a signalling mechanism, according to the protocol design, including L1 signalling (e.g. PDCCH, PRACH preamble), L2 signalling (e.g. BSR) and L3 signalling (e.g. RRC messages together with layer 2 protocol header) 
B. L2 protocol header for the data packet, including PDCP/RLC/MAC protocol header
Signalling overhead could be evaluated for mMTC deployment scenarios, as well as other deployment scenarios when needed. System level simulation could be applied. For system level simulation for mMTC evaluation, it should be evaluated using identical simulation assumptions as connection density / connection efficiency. In the simulation, the signaling overhead for each packet arrived at the device will be calculated according to the definition.
================= End of text proposal ===============


Appendix: Investigation of mMTC traffic growth trend
In [2], the global mobile traffic estimation without and with machine-to-machine / M2M traffic for 2020-2030 are provided, as shown in Figure 1-1 (see also in section 5.1 of [2]).
Figure 1-1 Global mobile traffic estimation of 2020-2030
(a) Estimations of global mobile traffic from 2020 to 2030 (M2M traffic not included)

(b) Estimations of global mobile traffic in 2020-2030 (M2M traffic included)

Based on the above figures, the M2M traffic prediction of 2020 to 2030 is shown in Table 1-1.
TABLE 1-1 M2M traffic estimation of 2020 to 2030
	Service Type (EB/Month)
	2020
	2021
	2022
	2023
	2024
	2025
	2026
	2027
	2028
	2029
	2030

	M2M
	5
	8
	14
	23
	37
	64
	108
	180
	284
	422
	622


*1EB= 1048576TB
The statistical information of M2M traffic of 2010 to 2013 is provided in Table 1-2 (see also section 5.1 of [2]).
TABLE 1-2 Statistical information of M2M traffic
	Service Type (TB/Month)
	2010
	2011
	2012
	2013

	M2M
	7 462
	23 009
	23 566
	49 973



The number of global M2M subscription prediction from 2020 to 2030 is shown in Figure 1-2 (see also section 4.2.1 of [2]). 
Figure 1-2 Estimation for the number of global M2M subscriptions

The statistical information of global M2M subscriptions of 2010 to 2013 is provided in Table 1-3 (see also section 4.2.1 of [2]).
Table 1-3 Statistical information of global M2M subscriptions
	Years
	2010
	2011
	2012
	2013

	Global M2M subscriptions (Million)
	213
	324
	376
	422
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Global	
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