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1. Introduction
NR candidate coding schemes should be verified according to the simulation assumptions in RAN1 #84bis and target. If the spec. of conventional channel codes do not meet simulation assumptions and parameters, however, we need to predict an implementation cost based on implementation results of conventional channel codes. 
In this document, we discuss about consideration points for flexible turbo and LDPC codes, especially focus on LDPC codes.

2. Consideration points for implementation of flexible channel decoder
Channel decoders that support simulation assumption are considered to be flexible channel decoder. In practical implementation, implementation cost may change according to the number of parallel decoding unit, clock frequency, flexibility of information block size, flexibility of code rate, and so on. To predict implementation cost, following points should be discussed for flexible channel decoder, as we will show below.
· Number of parallel processing units
· As the number of parallel processing units increase, the area occupied by wires and logics at least increases linearly. 
· The total area is the sum of the area occupied by wires and logics Awires and the area occupied by memories Amemory. When the number of parallel processing units linearly increases as the codeword length increases, the ratio of Awires to Amemory increases.
· The scaling rules for the area of decoder circuits are also investigated in [1]-[4]. It was shown that the area and energy scaling of fully parallel LDPC decoders are lower bounded by  and those of sequential LDPC decoders are scaled at least as  for multiple layer VLSI circuits[2].
· Owing to well-known equation of power consumption as below, the dynamic power consumption increases as the area occupied by wires increases.
Power consumption: P_Static (Leakage) + P_Dynamic (signal transitions, short-circuit).
P_Dynamic ∝ Cunit-areaAwiresV2AF [4]
· Cunit-area: capacitance per unit-area of a wire
· Awires: total area occupied by the wires and logics in the circuit
· V: supply voltage
· F: frequency
· A: activity factor, i.e., the fraction of the circuit that is switching, (0<A<1)
Observation 1: Dynamic power consumption increases as the number of parallel processing units increases.

· Information block size
· Area of turbo codes increase as information block size increases, i.e., turbo codes require more hardware resources as information block size increases. 
· QC-type LDPC 
· The throughput of partially parallel LDPC decoder can be given by [5]-[7]
 [bps]
· fclk: clock frequency [Hz]
· Z: submatrix size (=lifting size)
· N: the number of column blocks of parity check matrix H
· r: code rate
· LN,p: the number of submatrices to be processed in a processing unit. 
· LN,p linearly increases as N increases.
· LN,p linearly decreases as p increases.
· np: the number of pipeline stages
· np=log2(p)+1 
· p: the number of decoding units
· I: the number of iterations.
· Tflush: the number of cycles required for flushing the pipeline after the last sequence command has been issued

· Base matrix size (lifting size is not changed)
· Throughput does not changed, because LN,p value linearly increases, as N increases.
· In order to increase throughput, the number of parallel processing should be increased to reduce LN,p, which increase the area and power consumption. 
· Lifting size (base matrix size is not changed)
· Throughput increases as lifting size Z increases without considering impact of shifting network.
· For a given block length, the number of column and row blocks of PCM (Parity Check Matrix) decrease as Z increases. It induces performance degradation due to the degree of freedom reduction to design PCM.
· Since memory can be accessed Z unit at a time, we require wider memory width access to read from the memory in the same time as increased lifting size. 
· In order to support multiple code rate, various information block size, and different sizes of submatrices, the shifting networks need to be dynamically reconfigurable. Hence, the complexity of reconfigurable shift networks should be considered.
 
Observation 2: When H matrix is extended, the number of parallel processing should be increased to improve throughput.
Observation 3: Throughput increases as lifting size Z increases but the degree of freedom to design a parity check matrix is decreased, which can induce the performance degradation.

· Clock frequency
· If clock frequency is increased, throughput and power consumption are increased from throughput equation.
· Since maximum clock frequency is determined by the circuit design, there is restriction on clock frequency. 
Observation 4: As increasing the clock frequency, power consumption and throughput are increased. 

· Code rate 
· It can be seen that the decoder throughput decreases linearly as code rate decreases because information size of PCM decreases, while decoding time is unchanged.
Observation 5: It can be seen that the decoder throughput decreases linearly as code rate decreases

3. Conclusion
Consideration points (number of decoding unit, information block size, clock frequency, code rate) were discussed for flexible channel decoder. Our observations are as follows:
Observation 1: Dynamic power consumption increases as the number of parallel processing units increases.
Observation 2: When H matrix is extended, the number of parallel processing should be increased to improve throughput.
Observation 3: Throughput increases as lifting size Z increases but the degree of freedom to design a parity check matrix is decreased, which can induce the performance degradation.
Observation 4: As increasing the clock frequency, power consumption and throughput are increased 
Observation 5: It can be seen that the decoder throughput decreases linearly as code rate decreases.
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