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1. Introduction
Many decoding algorithms and scheduling techniques have been used to achieve target performance considering complexity and so on. To efficiently implement the decoder, improved techniques (e.g. modified decoding algorithm, scheduling and etc.) are used to improve throughput and/or other complexity metrics in [1-8]. 
 Algorithmic complexity analysis based on the number of operation counts has been widely used for complexity analysis. However, the algorithmic complexity is insufficient for the complexity comparison of practical decoders because it is a part of the total complexity of practical decoders. That is, practical implementation impacts should be considered. 
To clarify the feasibility of implementation for peak data rate 20Gbps in NR we compare energy efficiency and area efficiency of existing turbo and LDPC codes based on practical implementation survey.

Implementation survey
Several implementation results of turbo and LDPC codes are summarized in Table 3 (in Appendix). However, in 802.11ad case we have derived the number of iteration from other data [15] and [16], as indicated by an “a” in Table 3. For fair comparison, the area and energy efficiencies in Table 3 should be scaled because the decoders are implemented using different technologies. Table 4 (in Appendix) shows the throughput, area, and power consumption of each decoder, which are scaled to 65nm CMOS, 1.0 supply voltage, 6 iterations for the BCJR turbo decoder, 39 iterations for the fully parallel turbo decoder and 15 iterations for layered LDPC decoders. However, the throughput, code rate, and codeword size are not scaled. Figure 1 shows the area efficiency and energy efficiency of each decoder based on Table 4. 
Figure 1 shows that the 802.11ad, DVB-S2, and 10GBASE-T LDPC decoders in [1] have the good performance. For example, the area efficiency and energy efficiency of the 802.11ad LDPC decoder are 2.1, 58 times and 4.2, 2.4 times better than those of the fully parallel turbo decoder [7] and Urard turbo decoder [6], respectively. 
Observation 1: The energy efficiency and area efficiency largely depends on implementation technology and various parameters (code rate, information block size, throughput, flexibility order, and so on) 
  
Figure 1. Area efficiency vs. energy efficiency based on Table 4 in Appendix without scaling of throughput, code rate, and codeword size.

Proposal 1: To fairly compare turbo and LDPC complexity, we should compare based on the same parameters as well as implementation conditions (e.g. CMOS technology, supply voltage, the number of iterations). 
 
Lower/upper bounds of the area and energy efficiencies of turbo and LDPC codes 


Figure 2. Lower bounds of the area efficiency and energy efficiency based on Table 6 in Appendix (increase of lifting size).
In this section, we consider complexity to achieve 20Gbps, minimum code rate 1/3, and information block size 6144. Figure 2 shows the area efficiency and energy efficiency based on Table 6. The area and energy efficiencies in Table 6 are lower bounds of the area and energy efficiencies because they are obtained under the assumption that the throughput, area, and power consumption linearly increase as the codeword length increases. The assumption can be used to obtain the lower bounds of the area and energy efficiencies when Z increases linearly as the codeword length increases and the number of parallel processing units is proportional to Z, where Z denotes the submatrix size of QC-LDPC codes. The detailed method to obtain the area and energy efficiencies is described in Appendix. 
Figure 2 shows that the area efficiencies of LTE turbo codes [6], [8] are similar with those of LDPC decoders [2], [4]. LDPC code [1] has the best energy efficiency, while the area efficiency of LDPC code [1] is about 2 times worse than that of turbo code [8]. In 802.11ad case, lifting size Z is changed from 42 to 1152 which could induces performance degradation. Also, 802.11ad LDPC [1] covers only 4 code rates (1/2, 5/8, 3/4, 13/16) and 4 information block sizes (336, 420, 504, 546). If we increase flexibilities of code rates and information block sizes similar to turbo code, decoding complexity can be increased.

Observation 2: The complexities of turbo and LDPC codes have comparable results, although we assume that the area, energy increase linearly as the codeword length increases.
Observation 3: 802.11ad LDPC code has the best energy efficiency, while area efficiency is worse than that of turbo codes. It has large size Z (e.g. Z=1152) which can induce performance degradation.
Observation 4: For LDPC codes, area efficiency, power consumption can be negatively affected by supporting the flexibilities of information block size and code rate.

Figure 3 shows the upper bounds of the area efficiency and energy efficiency shown in Table 7, which are calculated under the assumption that the throughput are scaled as n and the area and power are scaled as . This assumption can be used to obtain the upper bounds when the number of parallel processing increases linearly as the codeword length increases. The detailed method to obtain the area and energy efficiencies is described in Appendix 
From figure 3, it can be seen that the area and energy efficiencies of turbo codes outperform those of the LDPC. For example, Belfa turbo code [8] is implemented with better complexity than that of 802.11ad LDPC code.


Figure 3. Upper bounds of the area efficiency and energy efficiency based on Table 7 in Appendix.

 
Figure 4. Lower bounds of the area efficiency and energy efficiency based on Table 8 (extension of base matrix).
Figure 4 shows the lower bounds of the area and energy efficiencies when the throughput are scaled as n and the area and power are scaled as  where n denotes the codeword length. The scaling exponent of 1.5 is obtained from the asymptotic lower bound of partially parallel decoders given in [10]. The assumption can be used to obtain lower bounds for the case when the number of submatrices in a H matrix linearly increases as the codeword length increases and the number of submatrices processed in parallel is proportional to the codeword length. The method to obtain the area and energy efficiencies is described in Appendix and the scaled area and energy efficiencies are given in Table 8.

Observation 5: According to implantation methods of parallelism, Turbo decoders can have better area and energy efficiencies than those of LDPC decoders.
Proposal 2: To support flexibility, turbo codes should be supported in NR.

Conclusion
In this contribution, we fairly compared the implemented turbo and LDPC decoders in some literatures. Our observations and Proposals are as follows:
Observation 1: The energy efficiency and area efficiency largely depends on implementation technology and various parameters (code rate, information block size, throughput, flexibility order, and so on) 
Observation 2: The complexities of turbo and LDPC codes have comparable results, although we assume that the area, energy increase linearly as the codeword length increases.
Observation 3: 802.11ad LDPC code has the best energy efficiency, while area efficiency is worse than that of turbo codes. It has large size Z (e.g. Z=1152) which can induce performance degradation.
Observation 4: For LDPC codes, area efficiency, power consumption are negatively affected by supporting the flexibilities of information block size and code rate
Observation 5: According to implantation methods of parallelism, turbo decoders can have better area and energy efficiencies than those of LDPC decoders.

Proposal 1: To fairly compare turbo and LDPC complexity, we should compare based on the same parameters as well as implementation conditions (e.g. CMOS technology, supply voltage, the number of iterations). 
Proposal 2: To support flexibility, turbo codes should be supported in NR.
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Appendix
Table 3 shows the parameters and performance of various LDPC and turbo decoders. In Table 3, all LDPC decoders are flexible layered decoders, which can support various code rates and codeword lengths. Fully parallel LDPC decoders are excluded because they are not flexible. The values in Table 3 are presented result of hardware implementation for the worst case. 

Table 3. Decoder implementation results of various standards
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard 
[6]
	Fully
[7]
	Belfa
[8]

	Info block size [bit]
	336
	588
	1620
	972
	1720
	6480
	6144
	6144
	6144

	Code rate
	1/2
	7/8
	5/6
	1/2
	0.84
	2/5
	1/3
	1/3
	1/3

	CMOS Tech.[nm]
	65
	65
	45
	65
	90
	65
	65
	65

	Supply voltage [V]
	1.3
	1
	N/A
	1.2
	1.1
	1.2
	1.08
	1.2

	Clock freq. [MHz]
	150
	197
	815
	700
	100
	700
	100
	410

	Throughput [Gbps]
	1.54b (3.08)
	5.07b (5.79)
	3
	1.1
	12.5b
(14.9d,e)
	0.036b
(0.09)
	1.67
	15.8
	1.01

	Power [mW]
	84
	361
	N/A
	2800
	85
	2800
	9618
	966

	Area [mm2]
	1.3
	1.56
	0.81
	0.81
	5.35
	6.2
	2.43
	109
	2.49

	Energy efficiency [pJ/bit]
	54.6b (27.3)
	71.2b  (62.3)
	N/A
	N/A
	69.9b (58.7)
	2361
	521.0
	608.7
	956

	Area efficiency  [Gbps/mm2]
	1.18
	3.25
	3.7
	1.36
	2.34
	0.006
	0.687
	0.145
	0.406

	Iteration
	3.9a
	5
	15
	8
	7
	8
	6
	5.5

	Message bit-width [bit]
	5
	6
	6 (CN VN),     
7 (VNCN)
	4
	5c
	4
	6
	

	Scheduling
	Layered
	Partially Layered
	Layered
	Sub-block parallel
	Fully parallel
	Sub-block parallel


· a we have derived the number of iteration from other data [15], [16]
· b Throughput or energy efficiency based on coded throughput (ThroughputCW). For fair comparison with turbo codes, information based throughput and energy efficiency, Throughputinfo and Powerinfo are respectively obtained as Throughputinfo = ThroughputCWⅹcode_rate, Energy_effinfo = Energy_effCW/code_rate.
· c The paper does not state message bit width employed, but this parameter can be inferred as a function of other parameters and characteristics.
· d Throughput was computed based on the maximum number of iteration.
· e Early termination requires an average of 2.5 iterations at a 5.5dB SNR. One additional iteration is needed for convergence detection [5]

For a fair comparison between various LDPC and turbo decoders, Table 4 is obtained by technology scaling. The throughput, area, and power are scaled to 65nm CMOS, 1.0 supply voltage, 6 iterations for the BCJR turbo decoder, 39 iterations for the fully parallel turbo decoder in [7] and 15 iterations for layered LDPC decoders. The scaled throughput, area, and power are obtained as follows [9][14].
· 
· 
· 
Here,  denotes CMOS technology,  denotes the number of iterations in each reference and  is respectively set as  for the BCJR decoder, the fully parallel turbo decoder, and layered LDPC decoders to achieve similar BLER performance. 

Table 4. Scaled energy and area efficiency (CMOS=65nm, Voltage=1V)
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard
[6]
	Fully
[7]
	Belfa
[8]

	Throughput [Gbps]
	0.4
	1.69
	3
	1.1
	6.67
	0.0168
	1.53
	15.8
	0.926

	Power [mW]
	49.70
	361
	N/A
	1944
	50.73
	1915.36
	8245.88
	670.83

	Area [mm2]
	1.3
	1.56
	1.69
	5.35
	3.23
	5.07
	109
	2.49

	Energy efficiency [pJ/bit]
	124.14
	213.61
	N/A
	291.67
	3019.92
	1251.18
	521.89
	724.57

	Area efficiency  [Gbps/mm2]
	0.308
	1.0833
	1.7751
	0.6509
	1.2461
	0.0052
	0.302
	0.145
	0.372



Table 5 shows the energy and area efficiencies of the above channel codes for 1/3 code rate. LDPC codes are re-scaled as 1/3 code rate for a fixed codeword length. The re-scaled throughput, area, and power are given by 
· 
· 
· 
Note that the area and energy efficiencies in Table 6 are equal to the area and energy efficiencies in Table 5 when the codeword length is scaled to 18432 under the assumption that the throughput, area, and power of decoders linearly increase as the codeword length increases. The assumption can be used to obtain lower bounds of the area and energy efficiencies, because it was shown that the area and energy efficiencies of sequential LDPC decoders are scaled at least as  for multiple layer VLSI circuits in [11], where n is the codeword length. In this paper, the log scaling of n is ignored.
Table 5. Energy and area efficiencies when code rate=1/3
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard
 [6]
	Fully
[7]
	Belfa
[8]

	Energy efficiency [pJ/bit]
	186.2
	561
	N/A
	735
	3623.9
	1251
	522
	724.6

	Area efficiency  [Gbps/mm2]
	0.205
	0.4127
	0.7101
	0.4339
	0.4945
	0.0043
	0.3019
	0.1445
	0.372




Table 6. Lower bounds of the energy and area efficiencies (codeword length=18342, code rate=1/3)
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard
[6]
	Fully
[7]
	Belfa
[8]

	Energy efficiency [pJ/bit]
	186.2
	560.7
	N/A
	735
	3623.9
	1251
	522
	724.6

	Area efficiency  [Gbps/mm2]
	0.205
	0.413
	0.71
	0.434
	0.494
	0.0043
	0.3019
	0.1450
	0.372



Table 7 shows the upper bounds of the area and energy efficiencies for 18432 codeword length under the assumption that the area and power are scaled at most as . The assumption comes from the analysis that the area and energy of LDPC decoders scales at most as  in [11]. In this paper, the log scaling of n is ignored. Then, the rescaled throughput, area, and power are respectively given as
· 
· 
· 
Here,  is given as


Table 7. Upper bounds of the energy and area efficiencies (codeword length=18342, code rate=1/3) 
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard
[6]
	Fully
[7]
	Belfa
[8]

	Energy efficiency [pJ/bit]
	5107.3
	15379.9
	N/A
	6616.2
	4123.2
	1251.2
	522
	724.6

	Area efficiency  [Gbps/mm2]
	0.0075
	0.015
	0.075
	0.046
	0.055
	0.0038
	0.302
	0.145
	0.372



[bookmark: _GoBack]Table 8 shows the lower bounds of the area and energy efficiencies for 18432 codeword length under the assumption that the area and power are scaled at least as . The assumption is adopted from the asymptotic analysis in [10]. In [10], it was shown that the processing area and energy of row-parallel decoders are scaled at least as  as n increases for capacity-approaching LDPC codes. In Table 8, the re-scaled throughput, area and power are obtained as follows.
· 
· 
· 

Table 8. Lower bounds of the energy and area efficiencies based on extension of base matrix (codeword length=18342, code rate=1/3) 
	Channel code
	LDPC
	LTE turbo

	
	802.11ad [1]
	802.15.3c [2]
	802.11n [3]
	802.11n [3]
	10GBASE-T [4]
	DVB-S2 [5]
	Urard
[6]
	Fully
[7]
	Belfa
[8]

	Energy efficiency [pJ/bit]
	975.2
	2936.6
	N/A
	2205.2
	3865.5
	1251.2
	522
	724.6

	Area efficiency  [Gbps/mm2]
	0.039
	0.079
	0.231
	0.141
	0.165
	0.0041
	0.302
	0.145
	0.372



The area and energy efficiencies in Table 5-8 are equal to those of decoders for achieving 20Gbps when parallel decoders are used to achieve 20Gbps, because the throughput, area, and required power linearly increases as the number of decoders increases.

[1] 11ad	7.4861111111111118E-3	5107.3187167861715	[2] 15.3c	1.5046296296296295E-2	15379.881656804731	[4] 10GBASE-T	5.4932721713738385E-2	6616.2306976744185	[5] S2 6480 info.	3.8048470605077296E-3	4123.1944262247289	[6] Urard TC	0.30193951347797493	1251.1867813610011	[7] Fully TC	0.14495412844036701	521.89144137104745	[8] Belfa TC	0.37182061579651937	724.57245724572465	[5] S2 14400 info.	3.8048470605077317E-3	4123.194426224728	[5] S2 64800	Area efficiency [Gbps/mm2]


Energy efficiency [pJ/bit]




[1] 11ad	3.9206480945733306E-2	975.1947757473896	[2] 15.3c	7.8800904807441702E-2	2936.6446613237713	[4] 10GBASE-T	0.16481349449012891	2205.2051067396656	[5] S2 6480 info.	4.0585035312082447E-3	3865.4947745856839	[6] Urard TC	0.30193951347797493	1251.1867813610011	[7] Fully TC	0.14495412844036701	521.89144137104745	[8] Belfa TC	0.37182061579651937	724.57245724572465	[5] S2 14400 info.	3.8048470605077317E-3	4123.194426224728	[5] S2 64800	Area efficiency [Gbps/mm2]


Energy efficiency [pJ/bit]




[1] 11ad	0.308	124.13621881077501	[2] 15.3c	1.0833333333333335	213.60946745562129	[4] 10GBASE-T	1.2461059190031154	291.66666666666669	[5] S2 6480 info.	5.194884519946554E-3	3019.9177926450648	[6] Urard TC	0.30193951347797493	1251.1867813610011	[7] Fully TC	0.14495412844036701	521.89144137104745	[8] Belfa TC	0.37182061579651937	724.57245724572465	[5] S2 14400 info.	1.1544187822103456E-2	1358.9630066902789	Area efficiency [Gbps/mm2]


Energy efficiency [pJ/bit]




[1] 11ad	0.20533333333333331	186.20432821616251	[2] 15.3c	0.41269841269841273	560.7248520710059	[4] 10GBASE-T	0.49448647579488703	735	[5] S2 6480 info.	4.3290704332887937E-3	3623.9013511740786	[6] Urard TC	0.30193951347797493	1251.1867813610011	[7] Fully TC	0.14495412844036698	521.89144137104745	[8] Belfa TC	0.37182061579651937	724.57245724572454	[5] S2 14400 info.	3.8048470605077317E-3	4123.194426224728	[5] S2 64800	Area efficiency [Gbps/mm2]


Energy efficiency [pJ/bit]




