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Introduction
Purpose
The objective of this document is to present in details the new waveform named Cyclic-Prefix-less Precoded OFDM (CPLP-OFDM) and compare its performance with respect to existing candidate waveforms for 5G cellular networks. 
Motivation
During the RAN1#85, several new OFDM-based waveform candidates have been considered for the physical layer of the NR system. Among such candidates, some support a frame format in which no hard-coded Cyclic-Prefix (CP) is used [1-4].
The many advantages of an OFDM-based frame format in which the CP is replaced by a flexible low power tail (LPT) at the end of each OFDM symbol have already been presented in the literature [5]. To cite them briefly, a LPT-based transmission technique would enable the following. 
1) Cells of vastly different sizes could use the same frame format without loss of spectral efficiency and use interference cancellation (IC) techniques requiring synchronicity. 
2) The design of a frame format supporting multiple subcarrier spacings within a same bandwidth would be simplified, thanks to the absence of a fixed CP. Moreover, synchronous IC techniques would become applicable to interfering transmissions with a different subcarrier spacing. 
3) The use of Timing Advance (TA) in the Uplink would be replaced by the adaptation of the LPT length. Furthermore, it would potentially enable the inclusion of loosely synchronized Uplink transmissions (from, e.g. battery-constrained IoT devices) into the same frame format as other synchronous transmissions.
The primary candidate waveform supporting such a CP-less frame format is Zero-Tail DFT-Spread OFDM (ZT-OFDM), in which the LPT is generated by DFT-spreading of an input sequence in which some well-chosen elements are set to zero [6]. The ZT-OFDM waveform has good time/spectral containment and PAPR similar to that of DFT-Spread OFDM. Nevertheless, in order to support the variety of scenarios envisioned in 5G cellular networks, a more general waveform concept may be desirable.
In this paper, we introduce the new waveform CPLP-OFDM, which may be regarded as a generalization of ZT-OFDM. 
CPLP-OFDM
Transceiver structure
The frequency resources allocated to a given UE are divided into  subbands. Its data vector in the -th CPLP-OFDM symbol of a subframe, given by , of size , is linearly precoded. The  precoder outputs are then mapped to as many subcarriers, selected among the  subcarriers of the system bandwidth. The vector  of size  denotes the data vector for the -th subband of the -th CPLP-OFDM symbol. The transceiver structure is as given in Figure 1.
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Figure 1: CPLP-OFDM Transceiver structure
In figure 1,  and  denote the precoder and combiner matrices for the -th subband of the -th CPLP-OFDM symbol, respectively,  denotes the equalizer matrix for the -th subband,  denote the DFT and IDFT matrices of size , respectively, while  is the estimate of at the receiver. The input and output sizes of the precoder blocks satisfy the relations  and , respectively. The overhead ratio of the -th CPLP-OFDM symbol is given by .
The design principle of the precoder is as follows. The precoder of each subband is designed to maximize a given performance metric at the receiver (e.g. Signal-to-Noise Ratio (SNR) or Signal-to-Leakage-and-Noise Ratio (SLNR)). 
The following information is used in the design:
- Resource allocations of the transmission links involved (target receiver and leakage receivers)
- Transmitter and receiver structure
- Estimates of the statistical characteristics of the multi-path channel (e.g. maximum multi-path delay, root-mean-square delay spread, etc.)
- Estimate of the statistical distribution of the timing offset at the receiver, if applicable
Based on the above information, a linear transmission model is constructed and a linear end-to-end transformation of the form  is obtained. The precoder matrix maximizing the selected metric within this model is derived. The combiner matrix is calculated as a matched filter given knowledge of the precoder matrix and of the statistical average of the linear transformation modelling the system. An example giving the derivation of precoder and combiner matrices maximizing the signal-to-leakage-and-noise ratio (SLNR) in the case of a single subband is given in the next subsection. It is noteworthy that the max-SNR precoder is obtained as a special case of the max-SLNR precoder by setting the number of subcarriers in which the leakage is measured as zero.
Example: Maximum SLNR Precoding 
Linear Transmission Model
Both Uplink and Downlink directions can be considered when building the linear transmission model used for the derivation of the precoder and combiner matrices. It is assumed that transmissions follow a predefined time-frequency grid. That is, transmissions from/to different UEs are allocated to distinct frequency resources and the receivers expect the energy from transmissions from/to all UEs to fit within a same predefined time window, as is the case in cellular 4G networks.
Multiple Access Channel model (Uplink)
Let us consider an Uplink scenario with multiple UEs transmitting to a given BS within a same time window. Each Uplink transmission is assumed to be subject to a random positive Timing Offset (TO), either due to hardware imperfections or to the lack of joint synchronization procedure between the BS and the UE. For a system with NUE  transmissions arriving in a same time window, the input y of the receiver is defined in terms of the K × 1 transmitted signal vectors xu, u ∈ {1, 2, ..., NUE } through the relation

	
	(1)



where Hu is the K × K channel matrix for the u-th UE and w is a zero-mean complex circularly-symmetric Additive White Gaussian Noise (AWGN) vector with covariance matrix  IK , where IK  is the K × K identity matrix. The channel matrix is assumed to be randomly distributed and account for both TO and multi-path effects. The receiver is assumed to know the channel matrix perfectly (i.e., ideal channel estimation is used). Meanwhile, the information available at the transmitter are treated in a later subsection.
Broadcast Channel Model
The model described in subsection 2.2.1.1 can be easily adapted to the Downlink. In such case, the index  indicates the index of the receiver UE associated to the transmission vector  sent by the BS. The received vector  now indicates the signal received by the i-th UE and is given by
	
	(2)


where  is now indexed according to the receiver UE (assuming that the sum of all transmissions is sufficiently narrowband so that signals on different frequency resources experience the same multi-path propagation). 
In the remainder of this section, we focus on the Uplink scenario and all notation is defined according to section 2.2.1.1.
Transmitter model
Processing at the transmitter is composed of three steps: 1) Precoding, 2) Frequency mapping, 3) Inverse Discrete Fourier Transform (IDFT). The input/output relation for each step can be represented by a matrix multiplication. For the u-th UE, a given input data vector su, of Nd modulation symbols (e.g., QAM) thus generates an OFDM symbol xu  composed of K samples such that
	
	(3)


where FK  denotes the K × K DFT matrix (), Mu is the K × N mapping matrix for the u-th UE’s frequency allocation and Pu  is the corresponding N × Nd  precoder matrix. 
Receiver model
The structure of the receiver is composed of the following steps. 1) Discrete Fourier Transform, 2) Frequency-domain linear processing (FDLP), 3) Frequency demapping, 4) Combining. Step 2 includes channel equalization and TO compensation. The estimated data vector ˆsu for the -th UE at the receiver output is thus a function of the receiver input y by the relation
	
	(4)


where the matrix Eu, corresponding to step 2, can be decomposed as , in which the component matrices correspond to equalization and TO compensation, respectively.
The complete output/input relation of the system for the u-th UE can then be expressed as
	
	(5)


where  and
	
	(6)



The matrix Gu,i contains all the information regarding the channel and the entire transceiver chain. In the next section, details on how such information can be used for the design of the precoder and combiner matrices are provided.
Precoder Design
Transmitter-side information
In the following, we consider that each UE is aware of the maximum multi-path delay τmax in the cell and of the statistical distribution p (tT O ) = ℙ (TT O = tT O ) of the Uplink timing offset at the receiver. For the sake of simplicity, in the remainder, it is assumed that all UEs share the same TO distribution. Given τmax, the UE can create an estimate of the channel, following for instance an exponentially decreasing power delay profile. The model can be refined if the root mean square delay spread is available. Then, in order for the model to incorporate information about the spreading of the signal energy in time, while keeping the frequency response of the channel model flat, the following method is used.
Each channel path is treated as a random realization of a single-path channel with probability equal to its path power. That is, the channel model consists of a single path the delay thereof is a random variable distributed according to the estimated power delay profile. Incorporating a random TO with distribution p (tT O ) into this channel model, the UE obtains a complete statistical distribution of the received signal’s energy within the time window set by the receiver for sampling the signal. Therefore, TO and random path delay are combined into a single delay  (in samples).
No further knowledge about the channel being included, an estimate  of  given a random delay  is a random matrix given by
	
	(7)



The estimate  and of the matrices  and assume ideal estimation at the receiver. Consequently, they can be designed jointly with   as follows. Under the assumption that the transmitted signal is infinite and periodic, a TO is equivalent to a circular shift of a single period. A circular shift being equivalent to a phase shift in frequency-domain, the joint effect of the TO and equalization matrices simply becomes
	
	(8)



Since no CP is used in the present scheme, it is noteworthy that the above TO compensation matrix is only valid if the last dmax ≥ max(Du) samples of each signal vector xu contain a negligible amount of energy. However, as is verified in Section III, providing the precoder with information regarding the distribution of the combined TO and path delays does result into this requirement being satisfied.
Replacing the above-mentioned matrix estimates into (5), one obtains the (random) estimate  of the matrix Gi,u, ∀i ∈ {1, 2, ..., NUE }.
Pre-Combiner Maximum SLNR Criterion
Pre-combiner SLNR maximization is a method commonly used for the design of Multi-Stream Multi-User MIMO systems [2]–[4]. The present problem shows a similar structure (i.e existence of interference channels and multiple streams per user). However spatial resources are replaced here with spectral resources and interference channels thus depend on the distribution of energy of the received signal in time domain.
In this approach, the precoder (at the transmitter) is designed first and the combiner (at the receiver) is adapted to the precoder. The precoder matrix Pu is designed so as to maximize an estimate of the pre-combiner SLNR of the u-th UE, which is given by

	
	(9)



where the averaging is done over su  and the random Uplink delays Di, i ∈ {1, 2, ..., NUE }. The combining matrix Cu is defined as the matched filter given knowledge of 𝔼   and Pu, that is,  
  , where Γu  is a diagonal matrix set so as to normalize the output of each data stream.
Derivation of the precoder matrix
The optimal precoder matrix Pu is obtained by firstly expressing SLNRu as a trace ratio. Then, simultaneous diagonalization of the numerator and the denominator is performed to achieve a more amenable expression. Finally, a complete solution is derived using general properties of Hermitian matrices.
It is assumed that the precoder matrix Pu is normalized so that . We start by expressing (8) in terms of the trace operator as follows.
	
	(10)


The matrix Au  is Hermitian positive semi-definite and Bu  is Hermitian positive-definite. Therefore, there exists a N × N invertible matrix Tu  such that
	
	(11)

	
	



where Λu = diag (λu,1, λu,2, ..., λu,N ) with λu,i ≥ λu,i+1 ≥ 0, ∀i. A closed form of Tu is given as follows.
	
	(12)



in which the matrices on the right side are obtained by the following eigenvalue decomposition (EVD) and singular value decomposition (SVD).
	

	(13)



Choosing the precoder matrix to be of the form Pu = TuRu  where Ru  is full-rank with size N × Nd  leads to the new expression of SLNR given by
	
	(14)



where ru,i is the i-th column vector of Ru. The matrix Λu is real diagonal with ordered entries. Its eigenvectors therefore simply consist of the N orthonormal vectors forming the default basis {ei}i=1,2,,...,N of  (i.e ei is all zeros except for a 1 in i-th position). A given Hermitian N ×N matrix Λ with eigenvalues λ1 ≥ λ2 ≥ ... ≥ λN  and associated eigenvectors v1, v2, ..., vN  can be written as  . From this last expression, the following property follows easily.
For any u⊥ (v1, v2, ..., vk−1), we have
	
	(15)


with equality when . Therefore, choosing , where  is some real coefficient, reaches equality in (14) for all  when applied to  and satisfies the full-rank constraint of . Although such a choice maximizes the numerator in the second equality of (13), the values  have yet to be determined.
For that purpose, it is noteworthy that  indicates the relative SLNR experienced by the i-th input symbol of , while  is equivalent to the relative power attributed to that same symbol. In the present transmission scheme we consider that all the elements of the input vector  belong to the same QAM constellation and carry the same number of information bits. As a result, an equal power allocation among symbols is preferable. Consequently, we set , so that , which is the solution of the maximization of the SLNR in (13) given the constraint . The final solution for the precoder matrix is thus obtained as
	
	(16)


where   is a constant set so as to satisfy  .
maximum SNR criterion
It is noteworthy that the precoder matrix maximizing the SNR can be obtained easily following the same method as for the max-SLNR criterion but in which the leakage term is ignored so that .
Compared to the max-SLNR method, the max-SNR method will provide better error-rate performance to the transmission in which it is applied. This can be understood from a geometric point of view by looking at the SLNR maximization as the attempt to find precoding vectors being both in the column space of  and in the null space of . Typically, both spaces are not orthogonal, so that a trade-off must be struck. In the case of spatial beamforming, this trade-off translates into the maximum power achievable in a target direction being limited by the minimization of the power radiated toward the receiver of the power leakage. Nevertheless, the max-SLNR method may be of interest in some situations where avoiding interference to some incumbent system is regarded as the priority.
In the next sections, the evaluation of CPLP-OFDM focuses on the max-SNR method. The max-SLNR method and the scenarios in which it is relevant (e.g. with focus on spectral flexibility and/or coexistence with incumbent systems) will be treated in a future work.
Simulation Assumptions and Parameters
Two waveforms are compared in the following sections: ZT-OFDM and CPLP-OFDM. For ZT-OFDM, the zero-valued input elements are mapped to input entries which contribute the most to the energy of the low power tail.
In all simulated scenarios, the power amplifier (PA) models described in [7] are used, except if stated otherwise. 
A subframe is defined as made of 15 OFDM symbols, in order to achieve a 1 ms duration and compensate for the absence of CP.
Wideband downlink (Case 1a)
This scenario mainly follows the Case 1a described in [8]. However, two values of root-mean-square delay spread  are tested: long delay spread (300 ns) and very long delay spread (900 ns). The corresponding transmission overhead values (over one subframe) are  and , respectively. All other applicable simulation parameters are as described in [8]. Waveform-specific parameters are defined in Table 1 for each of the delay spread values.
Table 1: Waveform Parameters
	Waveform
	Parameter
	Case  ns
	Case  ns

	CPLP-OFDM
	
	600

	
	
	40

	
	
	15

	
	
	559 ()
560 ()
	525

	
	
	13 ()
14 (otherwise)
	14 ()
13 (otherwise)

	
	Precoder type
	Max-SNR

	
	Maximum path delay  in precoder model
	69 samples
	130 samples

	
	power delay profile (for ) in precoder model
	 
 normalization constant

	ZT-OFDM 
	
	600

	
	
	40

	
	
	15

	
	
	559 ()
560 ()
	525

	
	
	13 ()
14 (otherwise)
	14 ()
13 (otherwise)



Downlink with Mixed Numerology (Case 2)
This scenario mainly follows the Case 2 described in [8]. However, the guard band is set differently from what is given in [8]. 
The target and interfering transmissions are assumed to use the same frequency grid. That is, their DC subcarrier is at the same frequency. The guard band between the target and interfering transmissions is set as described in figure 2. 
	[image: ]Figure 2 : Guard band for Case 2. Solid lines indicate used subcarriers.



The root-mean-square delay spread  is  ns. The corresponding transmission overhead value (over one subframe) is , respectively. All other applicable simulation parameters are as described in [8]. Waveform-specific parameters are defined in Table 2 for each of the delay spread values. 
Table 2: Waveform Parameters
	Waveform
	Parameter
	

	CPLP-OFDM
ZT-OFDM
	Subcarrier spacing
	15 kHz (target), 30 kHz (interferer)

	
	
	48 (target), 24 (interferer)

	
	
	3 (target), 1 (interferer)

	
	
	16 (target), 24 (interferer)

	
	
	Target: 42, Interferer: 21

	
	
	Target: 14, Interferer: 21

	CPLP-OFDM
	Precoder type
	Max-SNR

	
	Maximum path delay  in precoder model
	130 samples

	
	power delay profile (for ) in precoder model
	 
 normalization constant



Uplink with single numerology (Case 3) : Loosely synchronous case
This scenario mainly follows the Case 3 described in [8]. However, no guard band is used. 
Also, the timing offset is set differently from what is given in [8]. Instead of a fixed timing offset, a random timing offset is assumed for each transmission. This setting aims to simulate the impact replacing the timing advance procedure by the adaptation of the length of the low power tail in each OFDM symbol. One can consider several situations in which this approach may be used. For example, UEs may be considered to have acquired the symbol timing at their location and set the length of the low power tail in the Uplink sufficiently large so as to compensate the two-way propagation delay. Alternatively, UEs may be considered to have performed the timing advance autonomously (making sure to underestimating the delay) and set the low power tail sufficiently large so as to compensate the residual delay. 
The r.m.s delay spread is set to 900 ns. Waveform-specific and scenario-specific parameters are defined in Table 3 and Table 4, respectively. All other applicable simulation parameters are as described in [8]. 
Table 3 : Waveform-specific parameters
	Waveform
	Parameter
	

	CPLP-OFDM
ZT-OFDM
	Subcarrier spacing
	15 kHz

	
	
	48

	
	
	3

	
	
	16

	
	
	42

	
	
	14

	CPLP-OFDM
	Precoder type
	Max-SNR

	
	Maximum path delay  in precoder model
	130 samples

	
	power delay profile (for ) in precoder model
	 
 normalization constant



Table 4 : Scenario-specific parameters
	Parameter
	

	Timing offset type
	Random (for both target and interferers)

	Maximum timing offset 
	 samples

	Transmission overhead 
	 

	Timing offset probability mass function (in samples)
	

	Interferer Power Offset
	10 dB



Evaluation Results
Time-domain Envelope
Wideband Downlink (long delay spread)
The waveform settings are set as in section 3.1.
[image: ]
Figure 3 : Time-Domain Envelope
Narrowband Downlink (very long delay spread)
The waveform settings are set as in section 3.2.
[image: ]
Figure 4:Time-Domain Envelope
Loosely synchronous Narrowband Uplink
The waveform settings are set as in section 3.3.
[image: ]
Figure 5 : Time-Domain Envelope
Observation 1: In all tested cases, CPLP-OFDM shows a lower tail power level than ZT-OFDM and with a shape better matched to conventional power delay profiles of multi-path channels (i.e. paths with maximum delay seldom contain significant energy).
Power spectral density
In this subsection we focus on the power spectral density of waveforms with settings from section 3.3.
[image: ]
Figure 6 : Power Spectral Density
Observation 2: Although ZT-OFDM shows lower power spectral density far from the target bandwidth, CPLP-OFDM has lower out-of-band radiations near the target bandwidth. 
Peak-to-Average Power Ratio
In this subsection we focus on the power spectral density of waveforms with settings from section 3.3. However, ideal power amplifier is assumed (i.e. the waveforms are not affected by the power amplifier).
[image: ]
Figure 7 : Peak-to-Average Power Ratio
Observation 3: ZT-OFDM shows a lower PAPR than CPLP-OFDM, thanks to the DFT-spreading. 
Block-Error Rate performance
Wideband Downlink (Case 1a)
The waveform settings are set as in section 3.1.
[image: ]
Figure 8 : Block-Error Rate vs SNR (r.m.s delay spread 300 ns)
[image: ]
Figure 9 : Block-Error Rate vs SNR (r.m.s delay spread 900 ns)
Downlink with Mixed Numerology (Case 2)
The waveform settings are set as in section 3.2.
[image: ]
Figure 10 : Block-Error Rate vs SNR
Uplink with single numerology (Case 3) : Loosely synchronous case
The waveform settings are set as in section 3.3.
[image: ]
Figure 11 : Block-Error Rate vs SNR
Observation 4: In all tested cases, CPLP-OFDM achieves lower block-error rate than ZT-OFDM, mainly thanks to its lower tail power (important impact in Case 1) but also thanks to its lower out-of-band radiations near the target bandwidth (non negligible impact in case 2 and important impact in case 3).
Conclusion
[bookmark: _GoBack]In this contribution, we presented a new waveform called Cyclic-Prefix-less Precoded OFDM (CPLP-OFDM). The new waveform can be regarded as a generalization of ZT-OFDM (the DFT spreading is replaced by general linear precoding). Its performances were evaluated and compared to ZT-OFDM. From the obtained results, we make the following observations.
Observation 1: In all tested cases, CPLP-OFDM shows a lower tail power level than ZT-OFDM and with a shape better matched to conventional power delay profiles of multi-path channels (i.e. paths with maximum delay seldom contain significant energy).
Observation 2: Although ZT-OFDM shows lower power spectral density far from the target bandwidth, CPLP-OFDM has lower out-of-band radiations near the target bandwidth. 
Observation 3: ZT-OFDM shows a lower PAPR than CPLP-OFDM, thanks to the DFT-spreading. 
Observation 4: In all tested cases, CPLP-OFDM achieves lower block-error rate than ZT-OFDM, mainly thanks to its lower tail power (important impact in Case 1) but also thanks to its lower out-of-band radiations near the target bandwidth (non negligible impact in case 2 and important impact in case 3).
As compared to ZT-OFDM, CPLP-OFDM provides a more flexible design and enables to make better use of prior information about the propagation channel and/or the interference conditions. The above makes CPLP-OFDM a more attractive waveform for Downlink transmissions (with single or mixed numerologies) and loosely synchronous Uplink transmissions.
By their different characteristics, CPLP-OFDM and ZT-OFDM complete each other (higher design flexibility for CPLP-OFDM, lower PAPR for ZT-OFDM) and can be operated on the same channel using the same frame format and the same transceiver design. 
Proposal: We propose that future evaluations should be conducted to compare in more details the performance of a CP-less frame format (using ZT-OFDM, CPLP-OFDM or other CP-less waveforms) with that of the conventional frame format supported by CP-OFDM and its variations.
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