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Several advanced channel codes were considered as potential channel codes for new radios [1]. Besides the BLER performance evaluation of these channel codes [2], it was agreed in the RAN1 meeting #85 [3] that the implementation complexity of channel coding, including energy efficiency and area efficiency, could be considered as another potential input to the decisions on channel coding.
In this contribution, we investigate both the computational and implementation complexities of turbo, LDPC and polar codes. Since the complexity of the encoding algorithms is significantly lower than that of the decoding algorithms for all the candidate channel codes, our main focus here is on the decoding complexity of these channel codes.  
2	Discussion
2.1 Computational Complexity
In this section, we will compare the computational complexity of turbo, LDPC and polar decoders, in terms of operations count. Considering the different cost of each type of operation, we assume the ratio of calculation costs to be as follows: Addition : Comparison : Scaling : Look-Up-Table (LUT) = 1:1:2:6.
It is calculated in [4] that for turbo codes, the operations count is  for Max-log-MAP decoder and  for Log-MAP decoder, where  is the information block length and  is the number of iterations. 
It is calculated in [4] that for LDPC codes, the operations count is  for min-sum decoder and  for sum-product decoder, where  is the coded block length and  is the average number of 1’s in the columns of the parity check matrix. 
The computational complexity of polar Successive Cancellation List (SCL) decoder is roughly  (cf. [5]), where  is the list size. The precise operations count could be  for sub-optimal SCL decoder and  for optimal SCL decoder [6]. 
Next, we shall plot the operations count for turbo Max-log-MAP decoder, LDPC min-sum decoder and polar sub-optimal decoder at different coding rates. Here, the number of iterations for turbo decoder is 8 and the number of iterations for LDPC decoder is 20. For LDPC code, we also select 2 different values of  to fit some practical applications. For polar code, we plot the operations count for both list 4 and list 32. 
Figure 1 shows the operations count for a coding rate of 1/3 for turbo, LDPC and polar sub-optimal decoders. It is seen from the figure that polar decoder with list 32 has the highest complexity for information block length larger than 1100 bits, and turbo decoder has the highest complexity for information block length less than 1100 bits. On the other hand, polar decoder with list 4 has the lowest complexity in general. 
Figure 2 illustrates the operations count for a coding rate of 1/2 for turbo, LDPC and polar sub-optimal decoders. It is seen from the figure that the polar decoder with list 4 has the lowest complexity, while the turbo decoder has the highest complexity. 
Figure 3 shows the operations count for coding rates of 2/3 and 5/6. The same conclusion as for the rate 1/2 case could be made here: Polar decoder with list 4 has the lowest complexity, while turbo decoder has the highest complexity. 
Observation 1: Turbo decoder in general has the largest operations count; Polar SCL decoder with list 4 has the smallest operations count; Polar SCL decoder with list 32 has largest operations count at low coding rates and small information block lengths; LDPC decoder has the medium operations count. 
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[bookmark: _Ref456881653]Figure 1: Operations count for coding rate 1/3
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[bookmark: _Ref456881638]Figure 2: Operations count for coding rate 1/2
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[bookmark: _Ref456882978]Figure 3: Operations count for coding rates 2/3 and 5/6
2.2 Implementation Complexity
Table 1 summarizes our survey of the implementation complexity of various channel decoders. The comparison is mainly on throughput, area efficiency and energy efficiency of turbo, LDPC and polar decoders. 
For a fair comparison of chip area, we list the survey results on CMOS technology of 65 nm with supply voltage around 1V. Also, for comparable analysis on throughput, we show the implementation complexity based on the clock frequency between 100 and 520 MHz.
[bookmark: _Ref456715895]Table 1: Survey on implementation complexity of channel decoders
	
	Turbo
	LDPC
	Polar

	Reference
	[7]
	[8]
	[9]
	[10]
	[11]
	[11]
	[11]

	CMOS technology (nm)
	65
	65
	65
	65
	65
	65
	65

	Clock (MHz)
	410
	100
	195
	520
	500
	250
	500

	Coded block length
	Flexible
	Flexible
	2048
	2048
	1024
	2048
	2048

	Code rate
	1/3–– 1
	1/3—1
	0.84
	0.84
	0.83
	0.83
	0.5

	Throughput (Gbps)
	1.0
	15.8
	92.8
	171.8
	21.3
	21.3
	512

	Chip area (mm2)
	2.49
	109
	4.84
	1.44
	1.71
	4.29
	43.54

	Area efficiency (Gbps/mm2)
	0.41
	0.145
	19.17
	119.3
	12.46
	4.97
	11.76

	Power (mW)
	947
	9618
	1359
	478
	226
	379
	13526

	Energy efficiency (pJ/bit)
	935
	608.7
	15
	2.8
	10.6
	17.8
	26.4

	Notes
	Radix/Parallelism = 4/16
	Radix/Parallelism = 2/6144
	Full parallel
	Full parallel on improved differential binary
	Unrolled, partially-pipelined with initiation interval =20
	Unrolled, partially-pipelined with initiation interval =20
	Unrolled, deeply-pipelined



It should be mentioned that the polar decoder listed in this table is for an SC decoder. The advanced (CRC-aided) SCL decoder needs more memory, and its memory usage increases approximately linearly with list size. Hence, the core chip area of the SCL decoder might be multiple times that of the SC decoder, and the area efficiency of the SCL decoder will be multiple times smaller than that of the SC decoder. The partitioned SCL decoding technique was proposed to reduce the memory and core chip area [12]. Also, the energy efficiency of the SCL decoder will be smaller than that of the SC decoder, due to the additional computations needed for all the lists.
Throughput
As seen from Table 1, the throughput of turbo codes is not high. Even in the extreme case of parallelism level 6144, turbo codes could achieve up to 15.8 Gbps throughput, still some gap towards the target peak data rate of eMBB use cases. On the other hand, LDPC codes could support high throughput due to its parallelism decoding nature.
The selection of pipeline level (i.e., initiation interval) of the polar decoder has the tradeoff between throughput and memory usage. Smaller initiation interval leads to higher throughput at larger memory usage, while larger initiation interval leads to lower throughput at smaller memory usage. The deeply-pipelined decoder, corresponding to initiation interval 1, can achieve the peak throughput of 512 Gbps. With a more practical core chip area limitation, the throughput of polar code could be more than 20 Gbps, satisfying the target peak data rate of eMBB use cases. 
Observation 2: LDPC codes could achieve high throughput, while turbo codes do not support very high throughput. Polar codes could achieve high throughput at the cost of memory usage. In practice, polar codes could have medium throughput.
Area Efficiency 
It is seen from Table 1 that the area efficiency of the turbo decoder is generally less than 0.5 Gbps/mm2. The polar SC decoder has area efficiency of a few Gbps/mm2. It is expected that the polar SCL decoder could have area efficiency around 1 Gbps/mm2, depending on the list size. LDPC decoder can achieve area efficiency more than 100 Gbps/mm2. 
Observation 3: LDPC codes could achieve high area efficiency; Polar codes could achieve medium area efficiency; Turbo codes have low area efficiency. 

Energy Efficiency
It is seen from Table 1 that the energy efficiency of the turbo decoder is as large as a few hundred pJ/bit. The energy efficiency of the polar SC decoder is around 10 pJ/bit. It is expected that the energy efficiency of polar SCL decoder might be more than 100 pJ/bit, depending on the list size. LDPC decoder could have the energy efficiency as low as a few pJ/bit. 
Observation 4: LDPC codes have the best energy efficiency; Polar codes have the medium energy efficiency; Turbo codes have the worst energy efficiency. 

Overall, we summarize the above observations in the following table. 
Table 2: Implementation complexity comparison summary
	
	Turbo
	LDPC
	Polar

	Throughput
	Medium-low
	High
	Medium

	Area efficiency
	Low
	High
	Medium

	Energy efficiency
	Worst
	Best
	Medium



Based on the above investigation of implementation complexity, we have the following proposal.
Proposal: LDPC codes satisfy the throughput, area efficiency and energy efficiency requirements for new radio; Polar codes might also meet the implementation complexity requirements for new radio; Further implementation optimization might be needed for turbo codes to be used for new radio.
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3	Conclusion
In this contribution, we investigated and compared both the computational complexity and the implementation complexity of three decoders for turbo, LDPC and polar codes. Our observations include: 
Observation 1: Turbo decoder in general has the largest operations count; Polar SCL decoder with list 4 has the smallest operations count; Polar SCL decoder with list 32 has largest operations count at low coding rates and small information block lengths; LDPC decoder has the medium operations count. 
Observation 2: LDPC codes could achieve high throughput, while turbo codes do not support very high throughput. Polar codes could achieve high throughput at the cost of memory usage. In practice, polar codes could have medium throughput.
Observation 3: LDPC codes could achieve high area efficiency; Polar codes could achieve medium area efficiency; Turbo codes have low area efficiency. 
Observation 4: LDPC codes have the best energy efficiency; Polar codes have the medium energy efficiency; Turbo codes have the worse energy efficiency. 
Hence, we have the following proposal based on implementation complexity:
Proposal: LDPC codes satisfy the throughput, area efficiency and energy efficiency requirements for new radio; Polar codes might also meet the implementation complexity requirements for new radio; Further implementation optimization might be needed for turbo codes to be used for new radio.
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