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Introduction
In RAN1-84bis and RAN1-85 it was agreed that the NR waveform is based on OFDM including the support of multiple scalable numerologies. Additional functionality on top of OFDM or variants thereof are being considered. For specific use cases such as mMTC complementary non-OFDM based waveforms are not precluded. In order to ensure forwards-compatibility and compatibility of different features, it was agreed that the amount of time/frequency resources that can be flexibly utilized or that can be left blank should be maximized by minimizing transmission of always-on signals and by means of signal confinement within configurable or allocable ressources.
It was also agreed that NR supports synchronous / scheduling based orthogonal multiple access for DL/UL transmission schemes at least for eMBB. For the UL, the possibility of non-orthogonal autonomous or grant-free or contention based multiple access schemes is currently under discussion.
The R14 NR study item comprises multiple use case families, eMBB, mMTC and URLLC. These have very different requirements in terms of latency and coverage. One of the most important NR design requirements is the ability to simultaneously support these different services in a scalable and spectrally efficient manner. This design requirement has profound impact in several areas such as the choice of the NR numerology, frame structure, L1 timing and HARQ aspects.
In this contribution we discuss design aspects to be considered during the early NR SI stage when eMBB, mMTC and URLCC type of transmissions are multiplexed by means of FDM, TDM or in shared NR carrier deployments. In particular, it is warranted to consider eNB scheduling and L1 processing delay constraints based on earlier LTE experience. This contribution analyzes multiplexing of transmissions of different types from the perspective of scheduling and processing delays and concludes that outer coding is a particularly attractive technique to meet the efficient multiplexing requirements of NR while minimizing any additional implementation burden.

Background
The NR use case families, eMBB, mMTC and URLCC have very different requirements in terms of user plane latency and required coverage levels.
For example, URLLC operation will require very low Uu transfer delay latency (<0.5 ms). In order to meet high reliability targets in terms of extremely low residual packet error rates following L1 and L23 processing, the supported link budget may often need to be sacrificed. URLCC will typically result in short bursts of data transmission with the order of 100-200 us in L1. There is therefore only limited opportunity for the number of HARQ re-transmissions per HARQ process. In addition, very tight requirements are imposed onto allowable scheduling delay due to the very much compressed Uu transfer delay timeline.
The opposite principle applies in many mMTC scenarios where the support of extended or even extreme coverage levels with a high MCL is primarily required. mMTC latency requirements for successful data delivery in many MTC applications are very relaxed, i.e. they can be only in the order of seconds or tens of seconds.
For the case of eMBB, latency requirements not as stringent as observed for URLCC. Very low latency for packet transfers is mainly beneficial at the initial stage of data transmission in order to avoid that TCP slow start negatively affects the overall user packet delay for during packet transfers. Given the significant amounts of data transferred for an eMBB user, long sequential bursts of high volume data are then often transferred. This results in many cases in a wide instantaneous bandwidth occupation for a scheduled eMBB transmission and in the use of long DL or UL transfer intervals in the order of 0.5-1 ms for an eMBB UE.

Discussion
In future NR deployments, the network will need to support multiple types of traffic at the same time. There will be eMBB users, mMTC devices and dedicated URLCC applications using radio resources.
It can be expected that to some extent, eMBB, mMTC and URLCC type of transmissions are segregated and will use different NR frequency channels. These may possibly be located on different frequency bands and may likely use different OFDM numerologies (Figure 1). In cases such as when extended coverage for mMTC must be provided, the use of the lower sub-1GHz bands is preferred due to their much better propagation characteristics. In other cases such as when dedicated type of URLCC applications are deployed by an operator, it can be expected that dedicated frequency deployments are at least initially preferred due to a much better control over service quality.
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Figure 1: FDM for multiplexing different NR service types
The use of FDM for the purpose of multiplexing different NR traffic types extends to the case of a single shared NR frequency channel with different allocated bandwidth regions located on that NR carrier. Possibly different numerologies are used in the different bandwidth regions. In the example shown in Figure 1, a 20 MHz NR FDD carrier is split into an eMBB and a dedicated URLCC bandwidth region. Already in LTE, a comparable approach is followed by NB-IoT when guard-band or inband type of deployment options are used.
FDM in particular when different dedicated NR frequency channels on different bands are used is not particularly spectrally efficient. This drawback is significant especially in the case where traffic is expected to be sparse and bursty such as for URLLC.
TDM for the purpose of multiplexing different NR traffic types is a second component for the case where eMBB and mMTC or URLCC devices are simultaneously being serviced on a NR frequency channel (Figure 2).
In the example in Figure 2 where both FDM and TDM are used on an NR frequency channel, the eMBB and URLLC UEs 1-3 can be assigned variable-length TTIs of different duration. If no transmission activity occurs in the bandwidth region allocated to URLCC in Figure 2, eMBB can reclaim transmission resources as long as flexible control channel and DL PSCH assignment protocols are supported in NR.
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Figure 2: FDM/TDM for multiplexing different NR service types
Several design consequences from the NR multiplexing example in Figure 2 can be observed. These result from considering the signaling and actual traffic characteristics of the non-eMBB services.
NR will require variable-length DL and UL transmission intervals and support for TDM multiplexing of different users in any given variable-length TTI. This is shown in the case of TTI #n in Figure 2. In LTE with fixed-length 1 ms TTIs, an entire RB would always be allocated to a single user for the duration of the entire TTI (subframe). DL assignments and UL grants are needed which can allocate a given RB in TDM to more than a single UE over the duration of the DL transmission interval. This requires much heavier DL signaling for the RB allocation fields and will require additional time-domain allocation information for a TTI resulting in heavier payload for NR DL control messages. Reclaiming the unused transmission bandwidth of a given bandwidth portion on the NR carrier for eMBB is a non-trivial task. In the case of TTIs #n and #n+3 in Figure 2, the remainder of the DL RBs granted to URLCC UEs 2 and 3 goes unused if the logic of frequency-domain restricted allocations from LTE is used also in NR.
Most importantly, low and medium data rate intermittent traffic generated by many factory and machine-type communication use cases will generally result in short interference bursts. On a given NR frequency channel, i.e. some TTIs will contain both eMBB and URLCC data packets while in many others, there will only be eMBB data carried on DL PSCH. Due to very tight Uu delay budgets, the required scheduling delay for URLLC must be much smaller than what eMBB type of scheduling can afford. If URLLC data arrives while an eMBB transmission just started, the latency requirement of URLLC is significantly more difficult to meet.
It is therefore extremely important that non-eMBB type of traffic can be scheduled only very shortly before the beginning of an actual DL transmission interval.
It is worthwhile to consider that LTE based eNB implementations need to perform several functions before a DL transmission can start (Figure 3). These considerations will equally apply in the context of NR.

[image: ]
Figure 3: eNB processing prior to DL transmission in LTE
Before DL transmission can start, the eNB needs to take a scheduling decision, then needs to do L2 followed by L1 processing for a DL PSCH. In case that the digital BB unit is connected to RRH, digital samples also need to be transmitted to the RRH.
Before a scheduling decision is taken, several factors must be accounted for by the eNB. These include channel state feedback, traffic queues, possible re-transmissions for live queues, QoS and AS or NAS signaling needs. As a result of the scheduling decision, one or more UEs are selected for transmission. In LTE, TB size, modulation order and PRB allocations are determined.
L2 processing will involve the AS protocol handling and management of the memory buffer, for example to ensure data integrity. Control plane needs will also affect this processing stage.
L1 processing is even more extensive: CRC, channel encoding, rate matching of coded blocks, followed by scrambling, then modulation and spatial layer mapping including precoding. Control symbols like RS must be inserted into the baseband sequence generated from data. Finally, digital BB front-end processing is performed. This step includes DFT and BB filtering or windowing. At the end of this step, digital IQ samples are generated for the entire transmission covering the entire subframe. Significant memory is required, so it is desirable that the last L1 processing step is executed as shortly as possible before the actual DL transmission occurs.
If transport to the RRH unit is required from the eNB BB unit, some additional delay must also be budgeted for transport over the distribution network.
It is clear from above considerations that meaningful processing delays, i.e. 1-1.5 ms are incurred before a DL transmission can start. It is also highly desirable that NR design doesn’t result in the requirement to support excessively complex or extensive buffering in particular in the L1 processing chain when compared to LTE.
Proposal 1:
NR design should not require excessive additional buffering hardware in eNB or UE when compared to LTE.
When considering the above LTE based processing example in Figure 3, it can be seen that TB sizes for users multiplexed into a given subframe are already determined during the initial eNB scheduling step. The number of coded bits for the TB of a particular user computed during L1 processing which determine memory needs in the L1 processing step is actually obtained much earlier, i.e. already after the eNB scheduling because they are dependent only on the number of allocated RBs, the modulation order and the presence of L1 signals like the RS or control channels present in a subframe.
It is not desirable to change a multiplexing decision for a given user during scheduling and processing in L23 and L1. Once the eNB takes the scheduling decision, either to change the determined TB size for a selected user, or worse, adding an additional user to an already scheduled and processed DL transmission interval affects the L1 processing and front-end buffering memory extensively.
We note that already for the case of R13 LAA operation with LTE, due to LBT resulting in asynchronous channel access, the choice of possible initial DL subframe starting positions at either timeslot or subframe boundary was determined by the practical necessities to comply with above L1 processing aspects.
In summary, it is difficult to support service multiplexing of different NR traffic types, i.e. eMBB and URLCC through FDM/TDM on shared NR carriers if the LTE example if followed.
eMBB has a much larger allowable Uu delay budget than URLCC, therefore it is affordable that the initial eNB scheduling step for multiplexed eMBB users selects the essential transmission parameters which determine the L1 and front-end processing and memory buffering requirements. URLCC type of transmissions however are small data units with much shorter allowable Uu delay budgets. A scheduling decision to transmit data for a URLCC user in a given DL transmission interval should be possible only in the very last moment.
Accordingly, NR design should accommodate the possibility of an FDM/TDM multiplexing approach whereby URLCC type of transmissions are scheduled, L23 and L1 processed, then can be inserted into the already processed BB samples of eMBB users scheduled earlier for that DL transmission interval.
We think that one possibility to do so is the use of Outer coding during NR L1 processing as illustrated in Figure 4 from [4].
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Figure 4: FDM/TDM for multiplexing different NR service types with Outer coding
In presence of Outer coding in the L1 channel-coding and rate-matching chain, the eNB can during the scheduling step already pre-allocate transmission resources for URLCC users and proceed with L23 and L1 processing prior to the start of a DL scheduling interval in which URLCC data transmissions including their associated control signaling may need to be inserted.
In case that URLCC data is not inserted (TTI #n+1 in the example in Figure 4), L1 processing for eMBB can proceed unchanged and be directly mapped to digital IQ samples. In case that URLCC data needs to be inserted due to a short-term scheduling decision occurring just prior to beginning of the DL transmission interval, URLCC channel coded samples directly puncture into the eMBB digital IQ samples.
In both cases, eNB side processing remains simple, memory and front-end buffering requirements remain deterministic and the resulting punctured eMBB and inserted URLCC transmissions remain robust, i.e. decodable and predicable in terms of link adaptation.
Proposal 2:
NR design should support the possibility of Outer coding in the L1 channel coding and rate-matching chain in order to support efficient multiplexing and scheduling of different NR service types.

Conclusion
In this contribution we discuss design aspects to be considered during the early NR SI stage when eMBB, mMTC and URLCC type of transmissions are multiplexed by means of FDM, TDM or in shared NR carrier deployments. In particular, we discussed eNB scheduling and L1 processing delay constraints based on earlier LTE experience. In summary we propose,
Proposal 1:
NR design should not require excessive additional buffering hardware in eNB or UE when compared to LTE.
Proposal 2:
NR design should support the possibility of Outer coding in the L1 channel coding and rate-matching chain in order to support efficient multiplexing and scheduling of different NR service types.
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