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1	Introduction
During RAN1 #85 meeting, following observations and agreements were made to evaluate coding schemes on implementation complexity.
Observations:
· At least in AWGN channels:
· For large information block sizes, all candidate channel coding schemes show comparable link performance 
· Further study is required on all potential coding schemes in order to determine which coding scheme(s) should be supported, including: 
· Implementation details should be provided for the decoding algorithms used in the simulation results, e.g. survey on the existing implementation efforts

Agreements:
As one potential input to the decisions on channel coding: 
· Companies are encouraged to bring evaluations of the complexity of channel coding / HARQ schemes including at least:
· Energy efficiency (J/bit)
· Area efficiency (Gbps/mm2)
· FEC complexity supporting the full range of info block lengths and code rates with reasonable (details FFS) granularity should be compared instead of single info block length with some code rate
· Companies should provide details of the range of info block lengths and code rates for which their complexity evaluations are conducted

In this contribution, we discuss the importance of implementation complexity, provide various implementation efforts, and highlight key differences of the eMBB channel coding candidates.  
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2.1 	Importance of implementation complexity
In RAN1 #84bis, an agreement was made to select the coding scheme(s) for NR based on the performance, implementation complexity, latency, and flexibility evaluations. However, these evaluation criteria’s have various levels of relevance depending on the usage scenario, and some aspects can be crucial compared to other when achieving requirements of NR. For eMBB, the implementation complexity of the coding scheme plays a significant role together with the performance of the coding scheme compared to latency and flexibility aspects. Latency can often be derived from the implementation aspects, while flexibility and implementation complexity are often found as contending aspects which cannot be realized at the same time.  

In RAN1 #85, many contributions were presented to show performances of candidate coding schemes with different assumptions on decoding algorithms, code constructions, shortening, and many other. In particular to decoding algorithms, many contributions assumed that the algorithmic complexities to be equal in the simulation results. However, justifying algorithmic complexity to measure the complexity of the coding schemes is hard. Such calculations are mainly focused towards software implementation and cannot be adapted in a straightforward fashion to hardware implementation [1]. Moreover, some decoding algorithms (e.g.: successive cancellation with list decoding for polar codes) used in the performance evaluations do not have any practical implementations. Therefore, it is essential to align simulation assumptions with implementation complexity aspects to have a fair comparison between different coding schemes.

It was also agreed during RAN1 #85 that companies bring details of implementation aspects (e.g. survey on the existing implementation efforts), and area-efficiency and energy efficiency were identified as key evaluation metrics to measure implementation complexity. 
· Area-efficiency : encoded/decoded throughput per given chip area (Gbps/mm2)
· Energy-efficiency: joules per bit in encoding/decoding (pJ/bit)

FEC complexity supporting the full range of info block lengths and code rates with reasonable granularity should be compared instead of single info block length with some code rate. However, such a range was not agreed, and many implementations efforts found in the literature have different code block sizes and code rates. From a safer point of view, it is good to agree on a smaller set of block lengths and code rates that are essential to fulfilling performance and implementations requirements of eMBB prior deciding the full set of block sizes and code rates.

Required area and energy efficiencies to fulfill eMBB requirements

· In general, maximum baseband power of a smartphone is in the range of 1-3 W. FEC decoding is one part of the baseband processing, where all the power will not be available for the FEC decoding process. Assuming maximum 1W is available for decoding, we would require less than 50 pJ/bit energy efficiency to deliver 20 Gbps peak data rates.
· Chip area efficiency is also important to understand the amount of chip area that we would like to allocate for the decoder. For UEs, 10 mm2 chip area is typical assumption in many implementation efforts on turbo codes. Assuming similar size would be good for the NR decoder implementations. This requires 2 Gbps/mm2 area-efficiency. 

Considering higher data rate requirements that we expect in future releases, it would be good to have area and energy efficiency values as mentioned above to guarantee future-proof coding scheme.

Use of implementation complexity analysis to select the eMBB coding scheme

1. Decoding algorithms used in the performance evaluations should be verified with the implementation complexity details. The idea is to identify related issues of the complex decoding algorithms now considered in the performance evaluations. To our understanding, some algorithms (list decoding) used for Polar coding have huge concerns of implementing with high throughputs due to its larger memory usage. Such algorithms should not be used for fair comparisons in terms of performance and implementation complexity. List decoders belong to different decoder family than iterative decoders as they may be quasi-optimal (ML). Attaining the BLER target with lower complexity decoders (iterative) is more beneficial.

2. The flexibility of the eMBB coding scheme can be determined by the complexity analysis. For example, having multiple code rates and block size support often reduces the implementation throughputs. Identifying minimum set of code rates and block sizes to guarantee good performances while fulfilling NR requirements is more important than satisfying LTE type of flexibility. LTE turbo codes were designed without considering future compatibility. For example, higher data rates promised by LTE-Advanced carrier aggregation cannot be realized in practice due to the larger chip and energy requirements in UEs. Assuming similar trend to follow in NR, the coding scheme for eMBB should be designed without bottlenecks that prevent high throughput implementations in future.

3. Latency aspects can often be found or acquired by the implementation throughputs. Therefore, following implementation complexity will helpful to get some initial understanding about the decoding latency. Some other latency aspects like encoding latency and structural latency should be further evaluated. 

4. Benefits of having exact coding constructions can only be identified with the implementation complexity. In general, computation complexity does not measure such details. For example, quasi-cyclic LDPC and randomized design with similar computational complexity can have huge differences regarding implementation complexity.

Proposal 1: Performance evaluations of the eMBB coding schemes should be consistent with the implementation complexity analysis.

Proposal 2: Flexibility of the eMBB coding scheme should be evaluated based on the implementation capabilities and to guarantee future- proof coding scheme. For example, supported block sizes can be something else than the flexibility supported by the LTE turbo scheme.

2.2 	Implementation efforts
Here, we summarize some implementation efforts on LDPC, Turbo, and polar coding schemes. The intention of this study is to understand the key differences of the coding schemes and their capability of supporting flexible code rates and block sizes. Many implementation studies can be found in the single code block and single coding rate scenario, while multiple code rates and block size cases are only available for the standardized technologies. 
2.2.1 Single code rate and block sizes
Several implementation efforts of eMBB channel coding candidates are summarized in Table 1. 

Table 1. Implementations for single code rate and block size
	
	LDPC
	Turbo
	Polar

	Reference
		[2]
	[3]
	[4]
	[5]
	[6]
	[7]
	[8]
	[9]
	[10]

	Technology (nm)
	65 
	65
	65
	65
	45
	65
	90
	65
	40

	Decoding algorithm
	Split threshold min-sum
	Offset min-sum
	Split threshold min-sum
	Partial parallel
Sum-Product
	Max-log-MAP
	Max-log-MAP
	SC
	BP
	Fast SSC

	Code length/ standard
	2048
	2048
	2048
	672
	6144
	6144
	1024
	1024
	1024

	Code rate
	0.84
	0.84
	0.84
	0.8125
	0.75
	-
	0.5
	0.5
	0.5

	Clock(MHz)
	195
	700
	100
	185
	40
	500
	1000
	410
	2.79
	300
	50
	248

	Chip area (mm2)
	4.84
	5.35
	5.10
	0.16
	11.1
	109
	3.21
	1.48
	-

	Throughput (Gbps)
	92.8
	47.7
	6.67
	85.68
	18.36
	5.6
	3.7
	15.8
	2.86
	4.7
	0.77
	254.1

	Area-efficiency (Gbps/mm2) 
	19.1
	8.9
	1.2
	16.8
	3.6
	35
	0.34
	0.145
	0.89
	3.17
	0.52
	-

	Energy-efficiency (pJ/bit)
	15
	58.7
	21.5
	13.6
	3.9
	17.65
	2105
	608
	11.45
	102.1
	23.8
	-

	Maximum latency (ns)
	56.4
	137
	960
	81
	375
	-
	-
	-
	358
	-
	-
	1470



Observation 1: Turbo implementations efforts show inferior performance considering both area and energy efficiencies. Supporting 20 Gbps throughputs with 1 W baseband power at the UE would require energy efficiencies around 50 pJ/bit, which is not possible with available turbo decoder implementations.

Observation 2: LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and they are suitable to fulfill NR requirements. 

Observation 3: Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. Polar list-decoder implementations with high throughputs are not yet available. The list decoding increases memory usage and also complexity dramatically depending on the list size, and this may not be a feasible option to provide very high throughputs. 

2.2.2 Multiple code rates and block sizes
Several implementation efforts with multiple code rates and block sizes are summarized in Table 2. 

Table 2. Implementations for multiple code rates and block sizes
	
	LDPC
	Turbo

	Reference
	[11]
	[12]
	[13]
	[14]
	[15]
	[16]

	Technology (nm)
	90
	28
	65
	65
	65
	45

	Decoding algorithm
	Stochastic
	Min-sum
	New
	Partial layered
BP 
	Max-log-map
	Max-log-map

	Code lengths (standard)
	672 (802.15.3c)
	672 (802.11ad)
	672 (802.11ad)
	2304
	All block sizes in LTE
	All block sizes in LTE

	Code rates
	1/2, 5/8, 3/4, 7/8
	1/2, 5/8, 3/4, 13/16
	1/2, 5/8, 3/4, 13/16
	1/2 – to - 1
	All code rates
	All code rates 

	Clock(MHz)
	768
	260
	400
	1100
	410
	600

	Chip area (mm2)
	2.67
	0.63
	0.575
	1.96
	2.46
	2.004

	Throughput (Gbps)
	7.9
	12
	9.25
	1.28
	1.01
	1.67

	Area-efficiency (Gbps/mm2) 
	2.97
	19
	16.08
	0.65
	0.41
	0.83

	Energy-efficiency (pJ/bit)
	55.2
	30
	29.4
	709
	1870
	520

	Maximum latency (ns)
	-
	-
	-
	-
	-
	-



Observation 4: Supported code rates and block sizes in the implementation efforts are often limited by the considered standard. For LDPC, the flexibility of the coding rates and block sizes are not the same as in LTE implementations. 
Observation 5: Polar coding scheme does not have multi code rate and block size implementation efforts. In theory, freezing mechanism may allow flexibility also in coding rates and code lengths with optimal construction for each case. Code constructions depend on the channel and puncturing positions should be determined prior encoding and decoding with complex algorithms. Therefore, such implementations can be far away from actual realizations. 
Observation 6: LDPC coding scheme seems not affected by introducing several code rates. However, implementation complexity is higher when the very smaller granularity is considered for code rates.  

2.3 Discussion
What are the reasons to have lower implementation efficiencies for turbo and polar codes?

1. Turbo coding 

We can increase SISO decoding modules and adopt decoding algorithms with higher radices in a parallel decoder to enhance the throughput of turbo decoders. However, the interleaving module has some limitations when realizing this. In turbo coding, the interleaver is a key component that enables turbo to have good performance. The task of the interleaver in parallel turbo decoding design has two major issues. On the one hand, it arranges the output of SISO decoders properly in memory instances, which corresponds to the memory writing circuit; on the other hand, it fetches the cached results from memories and distributes data among SISO decoders, which corresponds to the memory reading circuit. Memory conflicts often occur with parallel decoding schemes, and this results in performance degradation. 

Additionally, much higher number of iteration is required to achieve similar performance as traditional turbo decoding. Therefore, LTE turbo coding is not usable to deliver NR requirements. Even with parallel interleaver realizations, the memory requirements for turbo decoding go higher, and this often leads to poor energy efficiencies.
 
2. Polar coding 

The polar coding is regarded as a promising coding scheme with the performance obtained by using a list decoder with CRC. Successive cancellation (SC) List decoding has good performance with algorithmic complexity roughly O (L*N*log2N) for a list size L and code length N. As we mentioned earlier, algorithmic complexity often can mislead the actual implementation complexity of the decoding scheme. To the best of our understanding, list decoding does not have real implementations that support Gbps throughput levels. The biggest obstacle to achieving such throughput is the very high memory and latency requirements of the list decoder. Similar to the turbo codes, this leads to high energy consumptions. Additionally, polar coding with all other decoding algorithms does not provide competitive performance compared to turbo and LDPC.

How do we solve the flexibility concerns and guarantee future proof design?  

Implementation complexity aspects of the LDPC shows remarkable gains over other candidates when considering single code rate and block sizes. A similar gain is visible when considering multiple code rates. However, implementation efforts are immature for fine granularities of code rates and block sizes. In practice, many standardized LDPC schemes are designed for a set of parity check matrices with fixed code rates and block size. Other code rates are typically supported via puncturing and repetition techniques outside the encoder/decoder unit. Accordingly, support for multiple code rates is still possible with LDPC. 

As we have already highlighted, flexibility and implementation complexity are competing aspects, where some losses can be expected in the hardware throughputs when supporting finer granularity of the code lengths. For eMBB, we expect larger transport blocks (TB) when delivering 10’s, 100’s to 1000’s of Mbps of throughputs. Consequently, we will use largest code block size in the code segmentation. Use of smaller TB size may become an unlikely scenario in eMBB scenario. Therefore, we can focus on a smaller set of code block size support for the eMBB applications.  

Proposal 3: eMBB coding scheme shall support a smaller set of block sizes to guarantee implementation efficiency requirements of eMBB. Additional flexibility can be introduced as an optional feature, and that will guarantee the future-proof coding scheme.  
3	Conclusion
In this contributions, we highlighted important aspects related to the implementation complexity of the eMBB coding scheme. We also make the following proposals and observations:

Proposal 1: Performance evaluations of the eMBB coding schemes should be consistent with the implementation complexity analysis

Proposal 2: Flexibility of the eMBB coding scheme should be evaluated based on the implementation capabilities and to guarantee future- proof coding scheme. For example, it should be something else than the flexibility provided by LTE turbo scheme.
Observations considering implementations having single code rate and code length support, 
Observation 1: Turbo implementations efforts show inferior performance considering both area and energy efficiencies. Supporting 20 Gbps throughputs with 1 W baseband power at the UE would require energy efficiencies around 50 pJ/bit, which is not possible with available turbo decoder implementations

Observation 2: LDPC have considerably good implementations due to parallelized architecture and flexibility of code design, and suitable to fulfill new radio access requirements. 

Observation 3: Polar coding implementations are relatively immature, where implementations efforts are only available for SC and iterative decoding. Polar list-decoder implementations with high throughputs are not yet available. The list decoding increases memory usage and also complexity dramatically depending on the list size, and this may not be a feasible option to provide very high throughputs. 

Observations considering implementations having multiple code rates and code lengths support, 
Observation 4: Multi code rate and block size implementation efforts often limited to the implemented standards. For LDPC, the flexibility of the coding rates and block sizes are not the same as in LTE implementations. 
Observation 5: Polar coding scheme does not have multi code rate and block size implementation efforts. In theory, freezing mechanism may allow flexibility also in coding rates and code lengths with optimal construction for each case. Code constructions depend on the channel and puncturing positions should be determined prior encoding and decoding with complex algorithms. Therefore, such implementations can be far away from actual realizations. 
Observation 6: LDPC coding scheme seems not affected by introducing multiple code rates. Adding more code rates and block size support would not change the observations dramatically considering smaller chip areas used by LDPC implementations.
Finally, considering implementation complexity and flexibility of LDPC codes, we propose
Proposal 3: eMBB coding scheme shall support smaller set of block sizes to guarantee implementation efficiency requirements of eMBB. Additional flexibility can be introduce as optional feature, and that will guarantee the future-proof coding scheme.  
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